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PREFACE 

This thesis exemplifies how chemical research, particularly in the industry, is 

shifting towards new technologies to counteract and reduce the devastating effects 

of global warming. The efforts are not limited to one technology, but rather a range 

of possibilities as mentioned in the first chapter. It is essential to avoid repeating 

past mistakes. If 19th-century research had embraced new challenges instead of 

solely focusing on the use of fossil fuels, we may have been better equipped to face 

the current global problem. This issue is particularly shocking and oppressive for 

current and future generations.  

However, it is unlikely that any of the new technologies based on renewable sources 

will be as revolutionary as the advent of oil. Nonetheless, each sector should use the 

most suitable technology depending on the case to avoid relying solely on one type 

of technology. This will allow for replacements of technologies that could lead to 

unforeseen critical issues in the future, as has happened with oil and the rise in 

global temperatures. 

Finally, a warning to governments. Despite numerous climate conferences, none 

have resulted in significant reductions in emissions. The lack of commitment and 

economic interests are likely contributing factors. However, if there was a genuine 

desire to address the issue, it is possible to mitigate and solve the problem of global 

warming. For instance, international collaboration has successfully led to the 

closing of the ozone hole. 

Therefore, I invite governments to follow the example of the scientific community, 

which has always collaborated and exchanged information to combat common 

problems, regardless of political, ethnic, and religious divisions. We all share one 

home, Earth. 



iii 
 

ABSTRACT 

The continuous rise in atmospheric CO2 concentration has resulted in global 

warming, which is perhaps the most pressing issue of the 21st century. All 

environmental spheres are impacted, and significant changes in industrial production 

are necessary. The electrification of the chemical industry is crucial in this regard. 

This thesis focuses on two technologies for sustainable development: 

electrochemical reduction of oxalic acid catalyzed by titanium nanotubes and 

plasma-assisted CO2 splitting. The first part of the thesis will study the morphology 

and activity of titanium nanotubes by changing anodization time and potential, aging 

of the electrolyte solution, and type of pretreatment (thermal, electrochemical, or no 

pretreatment). The text discusses the effect of rapid breakdown anodization on 

nanostructure and its relation to data obtained from FESEM, AFM, and ECSA. 

Higher performances were measured by longer and rougher nanotubes suggesting a 

synergic effect. A Faradaic efficiency to glycolic acid (86 %) and oxalic conversion 

(48 %) at −0.8 V vs. RHE was obtained, superior to the existing literature on TiO2-

only electrodes at room temperature. Moreover, the chemical nature of the active 

sites and its relationship with nanostructure was investigated by CV and XPS, 

showing that oxygen vacancies are crucial to catalyze the reaction. 

The second part of the thesis focuses on improving a DBD reactor for CO2 splitting 

using cold plasma. It compares the performances (conversion, SEI, and energy 

efficiency) of a classic DBD reactor with a smooth electrode to an innovative reactor 

with an internal electrode of two different porosities (0.2 μm and 0.5μm). The data 

indicate that porosity has a beneficial effect, likely due to a higher plasma density 

within the pores and a tip effect that increases the local electric field. Additionally, 

this study will demonstrate the impact of a boehmite layer deposited on porous 

electrodes through dip coating. Compared to a packed configuration, the results 

demonstrate higher conversion and energy efficiency, while avoiding a reduction in 

residence time. This could also be a turning point to reduce the costs. The data were 

collected using both pure CO2 and CO2 diluted. 



iv 
 

SUMMARY  

PREFACE ............................................................................................................................................II 

ABSTRACT .......................................................................................................................................III 

ACRONYMUS ................................................................................................................................. VII 

LIST OF SCHEMES ........................................................................................................................ VII 

LIST OF IMAGES .......................................................................................................................... VIII 

1 ...........................................................................................................................................................1 

GLOBAL WARMING .........................................................................................................................1 

THE CHALLENGE OF CURRENT CENTURY................................................................................1 

1.1 CLIMATE AND HUMANITY ...........................................................................................................1 
1.2 THE GREENHOUSE EFFECT AND GLOBAL WARMING .....................................................................3 
1.3 CONSEQUENCES OF GLOBAL WARMING .......................................................................................6 
1.4 POLICY MEASURES TO REDUCE GLOBAL WARMING .....................................................................8 
1.5 MITIGATION AND ADAPTATION: TWO STRATEGIES FOR COPING WITH GLOBAL WARMING ..............................11 
1.6 THE CO2 ISSUE AND THE CCS AND CCUS TECHNOLOGIES .....................................................................13 
1.7 NOT ONLY CCS AND CCUS: THE ROLE OF E-CHEMISTRY ..........................................................24 

1.7.1 CO2 circular economy ......................................................................................................25 
1.7.2 Electrification for heating ................................................................................................25 
1.7.3 Technology for future full electrification: Power to chemical lumps ...............................30 

BIBLIOGRAPHY...............................................................................................................................41 

2 .........................................................................................................................................................53 

ELECTROCATALYTIC HYDROGENATION .................................................................................53 

OF OXALIC ACID............................................................................................................................53 

STATE OF ART AND TIO2 NANOTUBES AS ELECTROCATALYSTS .......................................53 

2.1 INTRODUCTION .........................................................................................................................53 
 .......................................................................................................................................................55 
2.2 HYDROGENATION OF OXALATES ...............................................................................................55 

2.2.1 Catalytic hydrogenation ...................................................................................................56 
2.2.2 Electrocatalytic hydrogenation ........................................................................................61 

2.3 TIO2 SYNTHESIS .......................................................................................................................65 
2.3.1 TiO2 NTs growth mechanism: field assisted dissolution theory (FAD) .............................66 
2.3.2 Rapid breakdown anodization (RBA) TiO2 NTs growth mechanism .................................70 
2.3.2 TiO2 NTs crystalline phases ..............................................................................................73 

BIBLIOGRAPHY...............................................................................................................................75 

3 .........................................................................................................................................................88 

OPTIMIZATION OF TITANIA NANOTUBE ELECTROCATALYSTS FOR THE SELECTIVE 

HYDROGENATION OF OXALIC ACID ........................................................................................88 

3.1 AIM OF THIS CHAPTER ..............................................................................................................88 
3.2 EXPERIMENTAL ........................................................................................................................89 

3.2.1 Anodic oxidation ..............................................................................................................89 



v 
 

3.2.2 Hydrothermal synthesis ....................................................................................................90 
3.2.3 Electrochemical tests .......................................................................................................91 
3.2.4 Characterization methods ................................................................................................97 

3.3 RESULTS FOR TIO2 NTS IN AGED SOLUTION AND HYDROTHERMAL SYNTHESIS .........................99 
3.3.1 Interpretation of anodization curves ................................................................................99 
3.3.2 Field emission scanning electron microscope (FESEM) images .................................. 101 
3.3.3 Cyclic voltammetry ....................................................................................................... 102 
3.3.4 X-ray photoelectron spectroscopy ................................................................................. 104 
3.3.5 Crystalline phases ......................................................................................................... 106 
3.3.6 Electrocatalytic tests ..................................................................................................... 107 

3.4 RELATIONSHIPS BETWEEN ELECTRODE PROPERTIES AND REACTIVITY ................................... 109 
3.5 RBA GROWTH MECHANISM ................................................................................................... 111 

3.5.1 Interpretation of RBA anodization curves and morphologic features ........................... 112 
3.5.2 The effects of pretreatments........................................................................................... 116 
3.5.3 TiO2 NTs surface roughness .......................................................................................... 120 

TABLE 3.3 MAIN MORPHOLOGICAL FEATURES AND ECSA RESULTS FOR TESTED CATHODES ....... 121 
3.5.4 Electrocatalytic behavior .............................................................................................. 121 
3.5.5 Redox proprieties .......................................................................................................... 125 
3.5.6 Presence of oxygen vacancies and crystalline features ................................................. 126 

3.6 RBA INFLUENCE ON NANOSTRUCTURE AND OTHER ASPECT ON THE ELECTROCATALYTIC 

BEHAVIOR OF NTS ELECTRODE .................................................................................................... 128 
3.6.1 Nanostructure and electrocatalytic behavior relationships........................................... 128 
3.6.2 Mechanistic aspects of electrocatalytic hydrogenation of OX ...................................... 133 
3.6.3 Other factors influencing the performance ................................................................... 134 
3.6.4 TiO2 NTs electrode stability and robustness .................................................................. 138 

3.7 LITERATURE COMPARISON ..................................................................................................... 140 
3.8 CONCLUSION ......................................................................................................................... 144 
BIBLIOGRAPHY............................................................................................................................ 148 

4 ...................................................................................................................................................... 156 

PLASMA ASSISTED CO2 SPLITTING ........................................................................................ 156 

4.1 PLASMA CHEMISTRY .............................................................................................................. 156 
4.1.2 Thermal plasma or LTE plasma .................................................................................... 157 
4.1.3 Non-thermal plasma or non-LTE .................................................................................. 158 

4.2 CO2 PLASMA ......................................................................................................................... 160 
4.2.1 Channels for CO2 splitting in non-thermal plasma ....................................................... 161 
4.2.2 Different type of reactor for CO2 splitting and Performance parameters ..................... 166 

4.3 PLASMA CATALYSIS ........................................................................................................ 172 
4.3.1 SYNERGISTIC EFFECT .......................................................................................................... 174 
4.4 PERFORMANCE PARAMETERS AND REACTOR DESIGN INFLUENCE ON CO2 SPLITTING ............. 177 

4.4.1 Plasma parameters ....................................................................................................... 180 
4.4.2 Effect of the gas flow rate and chemical composition ................................................... 181 
4.4.3 Influence of reactor ....................................................................................................... 182 
4.4.4 Effect of temperature and pressure................................................................................ 185 
4.4.5 Effect of packing............................................................................................................ 187 

BIBLIOGRAPHY............................................................................................................................ 189 

5 ...................................................................................................................................................... 197 



vi 
 

CO2 SPLITTING USING POROUS ELECTRODES AND BOEHMITE LAYER ....................... 197 

5.1 INTRODUCTION AND AIM OF THE CHAPTER ............................................................................ 197 
5.2 EXPERIMENTAL ..................................................................................................................... 198 

5.2.1 Reactor design .............................................................................................................. 198 
5.2.2 Gas circuit ..................................................................................................................... 198 
5.2.3 Performance evaluations .............................................................................................. 201 
5.2.4 Electrical characterization............................................................................................ 202 
5.2.5 Boehmite coating........................................................................................................... 202 
5.2.6 Boehmite characterization ............................................................................................ 203 

5.3 RESULTS ................................................................................................................................ 204 
5.3.1 Boehmite coating deposition ......................................................................................... 205 
5.3.2 Plasma performances of the porous electrode .............................................................. 207 
5.3.3 Effect of the boehmite layer ........................................................................................... 209 
5.3.4 Effect of gas flow configuration .................................................................................... 210 
5.3.5 Effect of gas dilution ..................................................................................................... 212 

5.4 DISCUSSION ........................................................................................................................... 214 
5.5 CONCLUSION ......................................................................................................................... 221 
BIBLIOGRAPHY............................................................................................................................ 224 

6 ...................................................................................................................................................... 229 

CONCLUSION .............................................................................................................................. 229 

APPENDIX A - CHAPTER 2 .......................................................................................................... 233 

APPENDIX A REFERENCES .......................................................................................................... 254 

APPENDIX B - CHAPTER 5 .......................................................................................................... 255 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



vii 
 

ACRONYMUS 

AFM   atomic force microscopy 

 AO     anodic oxidation 

CRM   critical raw materials  

DBD   dielectric barrier discharge  

DMO     dimethyl oxalate 

EG         ethylene glycol  

GA         gliding arc 

GC         glycolic acid  

GHG     green house gasses 

GO        glyoxylic acid 

ECSA    electrochemical active  

               surface area  

FAD       field assisted  

               dissolution theory 

FE          faradaic efficiency 

HER      hydrogen evolution reaction 

MG       methyl glycolate  

MW     microwave  

NTs      nanotubes  

NZE     net-zero emissions  

OBT     oxygen bubble theory 

OX       oxalic acid 

O2v      oxygen vacancies 

PAA     porous anodic alumina 

PDF     powder diffraction file 

PTX     power-to-X 

RBA    rapid breakdown anodization  

RHE    reverse hydrogen electrode  

RMS    root mean square roughness 

SEI       specific energy input  

SMR    steam methane reforming  

VOC    volatile organic compound  

VT       vibrational – translation  

 

 

 

 

 

 

 

 

 

 

 



 

vi 
 

LIST OF TABLES 

Table 1.1 CO2 concentration and partial pressure in the flue gas streams for different 

power generation plant or industry.  

Table 1.2 Catalysts for MW assisted dry reforming of methane. 

Table 1.3 Examples of Cu catalyst doped with different element and their 

performance. 

Table 1.4 List of common catalysts for N2 fixation by photocatalysis.  

Table 3.1 Summary of the preparation conditions and short name used for the tested 

cathodes. Ti-E and Ti-T were prepared as a reference without applying the AO 

procedure. 

Table 3.2 Binding energies (eV) of Ti 2p and O 1s peaks present in the XPS spectra 

of TiNT samples and the corresponding percentage of oxygen vacancies (O2v) and 

Ti3+. The average OX conversion is also reported. 

Table 3.3 Main morphological features and ECSA results for tested cathodes. 

Table 3.4 Comparison of the results obtained for TiNT60 and TiNT60-E with the 

literature results under comparable reaction conditions (room temperature and 

Ag/AgCl reference electrode). 

Table 4.1 Summary of classical thermal catalysis and developing methods, 

highlighting advantages and disadvantages. The color coding adds a visual sense to 

the importance of the feature, as further detailed in the text: negative (red), neutral 

(orange) and positive (green). 

Table 4.2 Overview of the main electron/molecular interaction in plasma chemical 

processes. A and B represent atoms. 



 

vii 
 

Table 5.1 Residence time for different gas flow and packaging  

Table 5.2 schematical representation of performed tests. 

Table A1 Summary of the electrocatalytic results (2h of test at each condition). For 

definition of FE (Faradaic Efficiency), OX conversion and Y (yield) see text. Iaverage 

is the average current density in 2h continuous tests 

Table A2. FEs, conversion, selectivity, and average current density of the 

investigated electrocatalysts (cathodic compartment: [OX]0 = 0.03 M, [Na2SO4] = 

0.2 M; anodic compartment: [Na2SO4] = 0.2 M, pH = 2, adjusted with 0.1 M H2SO4; 

three-electrode configuration; 20 min purging and degassing in Ar; as measured in 

Ar flow at room temperature after 2 h) 

Table A3 Crystallinity index and estimate of the TiO2/Ti content in the samples. 

Table B1 Performances of the investigated reactors in different gas flow 

configurations, gas composition and flow rate.  In smooth reactor the shell in -shell 

out configuration is the only one possible. 

Table B2 Calculated thickness and weight of different concentration boehmite layer 

on 0.5 µm stainless-steel membrane. 

LIST OF SCHEMES 

Scheme 2.1 Catalytic process for the reduction of DMO 

Scheme 2.2 Simplified reduction scheme of oxalic acid into glyoxylic acid (GO) and 

glycolic acid (GC) 

Scheme 3.1 Home-made electrochemical cell used for testing. 

Scheme 5.1 Schematical raffiguration of the experminetal set up 



 

viii 
 

LIST OF IMAGES 

Figure 1.1 Temperature trends for the past 65 Ma and potential geohistorical analogs 

for future climates 

Figure 1.2 IR radiation absorption of the most important greenhouse gases. Global 

IR absorption of all greenhouse gases is shown above. 

Figure 1.3 Change in global surface temperature compared to the long-term average 

from 1951 to 1980. 

Figure 1.4 Timeline of most important climate conferences. 

Figure 1.5 EU ETS Iconography.  

Figure 1.6 Interrelationship diagram between the cost of adaptation, mitigation, and 

non-intervention. 

Figure 1.7 Keeling curve, the red curve shows average monthly CO2 concentrations, 

and the dark curve is a smoothed trend. 

Figure 1.8 Global greenhouse gas emissions by sector. 

Figure 1.9 CO2 capturing processes. 

Figure 1.10 Net Zero 2050 scenario pathway – CO2 emisions 

Figure 1.11 Concept of a compact photochemical for a distributed production of 

fertilizers. 

Figure 2.1 Schematic and simplified representation of the OCEAN project and 

reactions involved. 

Figure 2.2 Chronology of the various methods of nanotube synthesis  



 

ix 
 

Figure 2.3 TiNT growth mechanism. Traditional anodization curve (a) and 

illustration of different steps (b) involved in the mechanism steps and Internal 

geometry of TiO2 NTs. 

Figure 2.4 Mechanism of Rapid breakdown anodization and oxygen bubble mold 

effect 

Figure 2.5 (a) Energy diagrams of the conduction band (grey) and valence band 

(black) for TiO2-anatase and TiO2-rutile. (b) Crystal structure of anatase and rutile. 

Figure 3.1 Cyclic voltammetry ranged from 0.31 to 0.28 V vs RHE for TiNT60-15 

at different scan rates (5, 10, 20, 40, 70, and 100 mV s-1) 

Figure 3.2 Average current values from anodic and cathodic charging current at -

0.035 V vs. RHE against different scan rates (5, 10, 20, 40, 70, and 100 mV s-1). The 

slope of the regressed straight lines determines the value of the CDL 

Figure 3.3  Anodization curves during the anodic oxidation (50 V, 1 hour; *, o, ▪ 

indicate I0, Imin and Imax, respectively) 

Figure 3.4 SEM top-view images of the prepared electrodes. Insets show higher 

magnification micrographs. 

Figure 3.5 Cyclovoltammetry curves measured with a scanning rate (ν) of 50 mV 

s−1 in (a) Na2SO4 0.2 M (blank solution), and (b) adding an OX solution 0.03 M 

Figure 3.6 O1s X-ray photoemission spectra of the investigated electrodes 

Figure 3.7 Performances (Faradaic efficiency (FE) and OX conversion) at three 

potentials examined for the prepared electrodes 

Figure 3.8 The TiO2 NTs electrode exhibited linear relationships among the 

percentage of O2v (oxygen vacancies determined by XPS) percentage and (a) the 



 

x 
 

conversion of OX, (b) the concentration of Ti3+ (determined by XPS), and (c) Ipa 

(peak intensity in CV tests for the anodic peak in the range between −0.8 V and −0.9 

V) 

Figure 3.9 Anodization curves (current vs time) (a) and FESEM micrographs of 

TiNT60-15 (b) and TiNT50-15 (c) samples. 

Figure 3.10 Anodization curves (a) and FESEM micrographs of TiNT60 

Figure 3.11 Anodization curves (a) and FESEM micrographs of TiNT60-T (b) and 

TiNT60-E (c) 

Figure 3.12 For the synthesized cathodes, faradaic efficiency (FE) and oxalic acid 

conversion (OX conv) were determined at −0.8, −0.9, and −1.0 V against RHE 

(amperometric tests conducted at room temperature for two hours, with an initial 

[OX] of 0.03 M; anodic compartment: 0.2 M Na2SO4 and H2SO4 to adjust to pH 2) 

Figure 3.13 CV in blank (a – c); [Na2SO4]cathode = [Na2SO4]anode = 0.2 M, pH = 2) 

and in OX solution (d – e); [OX]0, cathode = 0.03M, [Na2SO4]cathode = [Na2SO4]anode = 

0.2 M, pH = 2). Potentials are referred to RHE. 

Figure 3.14 Glading angle X-ray diffraction (GAXRD) pattern of all the synthesised 

electrodes 

Figure 3.15 Correlation between length of NTs and average selectivity to GC (a) and 

OX conversion (b). Correlation between ECSA and O2v (c), and Selectivity to GC 

(dark line) and GO (dashed line) (d) 

Figure 3.16 Effect of the flow rate (at equal contact time) on TiNT50-15 

performance after 5h tests: FEGO/FEGC ratio(left) and OX conversion (right) 

Figure 4.1 Number of publications about CO2 plasma. From Scopus database 



 

xi 
 

Figure 4.2 Fractions of non-thermal CO2 discharge energy transferred from plasma 

electrons to different channels of excitation of the molecule 

Figure 4.3 Schematic illustration of direct dissociations (in red) and stepwise 

vibration excitation way (in green). The latter proceeds with a lower energy 

activation. 

Figure 4.4 The fraction of electron energy transferred to different excitation 

pathways, as well as to CO2 ionization and dissociation, is calculated based on the 

corresponding cross-sections of electron-impact reactions. It is calculated as a 

function of the reduced electric field (E/n), and the E/n regions specific to MW and 

GA plasmas, as well as DBD plasma, are displayed. 

Figure 4.5. Planar (a) or tubular dielectric barrier discharge configurations 

Figure 4.6 Non-thermal plasma reactor configuration: Microwave induced plasma 

reactor (a,b) traditional gliding arc reactor (c,d) and gliding arc plasmatron (d,e). 

DBD is not reported. 

Figure 4.7 Differt type of plasma-catalyst configuration 

Figure 4.8 Summary of Plasma effects on catalysts and vice versa 

Figure 4.9 Comparison of literature data for CO2 splitting in different plasma types, 

illustrating the energy efficiency in relation to conversion. The study also displays 

the thermal equilibrium limit and the targeted efficiency. 

Figure 5.1  Illustration of reactor flow configurations shell in-tube out (a), shell in-

shell out (b) and pictural rapresentation (c)  

Figure 5.2 SEM images of different boehmite layers for 0.5 μm 



 

xii 
 

Figure 5.3 Characterization of the boehmite layer: BET (a), XRD (b), XPS (c) and 

EDX (d) 

Figure 5.4 CO2 conversion for empty (a) and packed (b) reactors. SEI for empty (c) 

and packed (d) reactor and energy efficiency for empty (e) and packed (f) reactor. 

All values are referred to shell out- shell out configurations. 

Figure 5.5 Reactions parameters for shell in-shell out configuration for 0.2µm and 

0.5μm porous electrode.  

CO2 conversion (blue), SEI (green) and energy efficiency (red) for the empty (left) 

boehmite (middle) and packed (right) reactor.  

The black and dash lines indicate the same value for the empty or packed smooth 

reactor.  

Figure 5.6 Reactor performances (CO2 conversion, SEI and energy efficiency) for 

shell in-shell out (yellow) or shell in-tube out (purple) gas flow configurations. 

Values refer to empty, boehmite covered and packed electrodes. The black and dash 

lines indicate the performances for the empty or packed smooth reactor. 

Figure 5.7 Effect of CO2 pure (dark orange) or argon dilution (light orange) on 

conversion rate for the smooth reactor 

Figure 5.8 Energy efficiencies in diluted CO2 for porous electrodes. The black and 

dash lines indicate the performances for the empty or packed smooth reactor. 

Figure 5.9 Ratio of the performances (CO2 conversion and energy efficiency) 

between boehmite and packed electrodes for pure CO2, diluted CO2 and both gas 

flow configurations 

Figure 5.10 Comparison with literature and performance reported in this work (red 

star). 



 

xiii 
 

Figure A1 Ionic Chromatogram for a representative testing sample.  

Figure A2 Close-up of a crack in the oxide layer of TiNT-T  

Figure A3 EDX analysis of the prepared electrodes   

Figure A4 Cyclic voltammetry in an oxalic acid solution 0.01 M and 0.03 M for the 

TiNT sample 

Figure A5 Survey XPS spectrum for TiNT-T sample 

Figure A6 Ti2p photoemission spectra of the used electrodes 

Figure A7. HRTEM micrographs of supported TiO2 NTs (on Ti substrate) thermally 

annealed at 450 °C: (a) anatase phase at the top of the TiNT thin film array and (b) 

rutile phase of the bottom area at the interface between the oxide thin layer and the 

metallic substrate 

Figure A8a Raman spectra for TiNT sample. 

Figure A8b X-ray diffraction pattern of TiNT-HS. 

Figure A8c GAXRD of TiNT after anodization (a), further annealing in air at 450 

°C for 3 h (b) and 500 °C for 3 h (c). 

Figure A9 Electrocatalytic behaviour of an optimized TiNT sample a) before and b) 

after ultra-sonification treatment. 

Figure A10 Magnification of TiNT50-15. 

Figure A11 Magnification of TiNT60-15. 

Figure A12 Magnification of TiNT60 surface. The white arrow indicates the 

nanolance-like morphology. 



 

xiv 
 

Figure A13 Anodization curves for samples obtained at 50V in fresh (TINT50) or 

60 min-aged (TINT) electrolyte solution. 

Figure A14 a) I-t curve of the electrochemical pretreatment. b) FESEM micrograph 

of Ti-E c) Glading angle X-ray diffraction (GAXRD) pattern of Ti-E. 

Figure A15 Comparison of the current-time curves between the thermal pre-treated 

samples obtained at 50 V in an aged solution (red line) or 60 V in a fresh solution 

(blue line). 

Figure A16 Magnification of TiNT60-E surface. 

Figure A17 Magnification of TiNT60-T surface. 

Figure A18 2D and 3D images obtained by AFM. 

Figure A19 FEs and OX conversion of Ti-E sample at three investigated potentials 

Figure A20. FEs and OX conversion for TiNT60-15, TiNT60-T and TiNT-T at -0.9V 

vs. RHE after 2h or 8h. 

Figure A21 Performances for TiNT and TiNT50. 

Figure A22 Survey spectrum of the TiNT50 sample 

Figure A23 Ti2p spectrum of the TiNT50 sample 

Figure A24 O1s spectra of a) TiNT50-15, b) TiNT50, c) TiNT60, d) TiNT60-15, e) 

TiNT60-T, f) TiNT60-E samples 

Figure A25 Correlation between NTs length and O2v (%) 

Figure A26 FESEM images for TiNT60-15 (a) TiNT60-T (b) and TiNT-T (c) after 

testing at different potential. 



 

xv 
 

Figure A27 Correlation between ECSA and Rms  

Figure A28 FEs and OX conversion for TiNT50 and TiNT60-E using [OX]= 0.1M 

at -0.8, 0.9, 1.0 V vs RHE 

Figure B1 SEM images of the boehmite covered internal electrodes at two different 

magnifications. 

Figure B2 Effect of 0.5 sample on conversion rate in pure CO2 with different 

configuration for 0.5 ractor in shell out -shell out gas direction. The horizontal lines 

indicate the conversion rate of the smooth reactor empty (solid) or packed (dashed) 

in pure CO2. 

Figure B3 Lissajous figures in pure CO2 at 20 ml min-1 and shell in - shell out 

configuration 

Figure B4 Lissajous figures for 0.5 μm in packed reactor and pure CO2 for shell in 

– shell out (a) and shell in – tube out (b) configuration. A comparison of the Lissajous 

figures is reported in figure (c) 

 

 

 

 



 

1 
 

1 

GLOBAL WARMING 

The challenge of current century 

1.1 Climate and humanity  

Over millions of years, the average global temperature has varied enormously 

because of external and internal phenomena, profoundly marking life on Earth from 

time to time (figure 1.1). These changes, however, occurred over centuries or 

millennia, allowing the earth and life to adapt [1]. Nevertheless, the average global 

temperature has almost stabilized over the past 10000 years or so. This has allowed 

life to explode and evolve into all the wonderful creatures that populate our planet 

today.  

However, minor changes in global climate temperature have had large impacts on 

humans not only physically but also socially and intellectually. As German historian 

Wolfgang Behringer points out in Cultural History of Climate from the Ice Age to 

Global Warming [2], historically relevant events are often the consequences of major 

climatic events that have disrupted entire populations. For example, in 2400 B.C., 

due to a great drought and the following ecological crisis, populations living in what 

is now Pakistan and northwestern India migrated to Mesopotamia and Central 

Europe. Think again of the Black Death that struck Europe in the 14th century, 

decimating its population, caused by a great famine immediately preceding, a 

consequence of the hardening of climatic conditions. The French Revolution also 

had among its triggers a severe winter drought accompanied by a particularly rainy 

summer that led to poor harvests, famine, and the rising cost of bread.  

 

Since the first industrial revolution, that is, since the massive use of fossil fuels 

(coal), global temperature began to rise at a frighteningly high rate. We are currently 

living in a time when anthropogenic activity and population growth is causing 
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profound, and now irreversible climate changes, due to the uncontrolled emission of 

greenhouse gases (firstly CO2) and the increase of global temperature. As stated by 

Burke et al.[3] the Earth system is well on its way to a climate condition unlike any 

that we have known since the advent of agricultural civilizations (7 kyear) and the 

history of the human species (360–240 kyear), while Pliocene and Eocene seems to 

be the  best analogs for near future climates (figure 1.1) [3].  

This quickly change has devastating consequences, which are already beginning to 

be evident such as the wildfires that in last years affected the Amazon rainforest, 

Siberia, Canada, and Australia, or the increased frequency of powerful hurricanes, 

such as Hurricane Dorian, which devastated the Caribbean islands and the eastern 

coasts of the U.S,  and terrible floods such as the one that occurred in Libya in 

September 2023, with over 11,000 deaths. These extreme events are also afflicting 

Italy, causing extreme and anomalous drought during winter months and floods not 

only in autumn, but also during warmer periods as happen in Emilia-Romagna in 

May 2023.  

Figure 1.1 Temperature trends for the past 65 Ma and potential geohistorical 

analogs for future climates. From ref. [3] 
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1.2 The greenhouse effect and global warming   

Greenhouse effect is the atmospheric phenomenon that contributes most to climate 

change, but at the same time it is a natural effect that allowed life on Earth. Solar 

radiation passing through the earth's atmosphere is partly absorbed or scattered:  

• 30% is reflected and scattered by atmospheric molecules, clouds, and aerosol 

particles.  

• 20% of solar energy is absorbed by the atmosphere, which then heats up.  

• the remaining 50% is absorbed by the earth's surface.  

The Earth's surface, heated to a temperature of about 255 K, radiates the absorbed 

heat as long-wavelength infrared radiation in the range of 4-100 μm. Certain gases 

in the atmosphere, called greenhouse gases (GHG), which were largely transparent 

to incoming solar radiation, are able to absorb the IR radiation emitted by the Earth 

and re-emit it back into the atmosphere due to the vibrational motions of the atoms 

that make up these molecules. The gases, responsible for the greenhouse effect, are 

varied in nature and consequently manage to retain heat with varying efficiency 

(figure 1.2). The most important GHG are the following ones [4]:  

• Carbon dioxide (CO2): It is part of a biogeochemical cycle in which carbon is 

exchanged among the Earth's oceans, soil, rocks, and biosphere. CO2 absorbs IR 

radiation at wavelengths of 4.26 μm (asymmetric stretching) and 14.99 μm 

(bending). Although it does not have a high absorption capacity it is present in high 

concentrations compared to other GHG and consequently plays a significant role in 

influencing the greenhouse effect.  It is emitted in the atmosphere by human activities 

as a byproduct of the burning of fossil fuels (such as coal, natural gas, and oil), solid 

waste, the decomposition of trees and other biological materials, as well as some 

chemical reactions (such as the manufacturing of cement). 

• Water vapor: it handles about two-thirds of the natural greenhouse effect because 

it absorbs IR radiation over a wide range. However, there is a constant balance 

between temperature and water vapor concentration because of the short life cycle 
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of water vapor.  

• Methane (CH4): it has a high capacity in retaining heat; in fact, over a 20-year 

period, it traps 84 times more heat per unit mass than carbon dioxide but has a 

concentration about 200 times lower than CO2. It is naturally released by volcano 

eruption principally, but the anthropic activities have a higher impact. In fact, it 

derives especially by the production and transport of fossil fuels, the anaerobic decay 

of organic waste in municipal solid waste landfills and by intensive livestock 

farming. 

• Nitrous oxide (N2O): it has 206 times the heat-absorbing capacity of CO2 but is 

present in significantly smaller quantities. It is emitted during agricultural, land use, 

and industrial activities but also it derives from the combustion of fossil fuels and 

solid waste as well as during treatment of wastewater.  

• Tropospheric ozone (O3): it handles about 3-7% of the natural greenhouse effect. 

Although it is crucial for Earth life because it block most of the UV radiation 

(especially UVA and UVC) in the ozonosphere (from 15 to 30 Km) it is a pollutant 

in the troposphere. It is formed by the so-called photochemical smog, as consequence 

of oxidation of Volatile Organic Compounds (VOC) and CO in presence of light and 

nitrogen oxides (NOx).  

• Chlorofluorocarbons (CFCs): they are the only GHG that do not exist in nature but 

have been developed by humans for industrial purposes. They are extremely potent 

GHG, in fact they can trap up to 22,000 times more heat than CO2 and remain in the 

atmosphere for thousands of years, but they too are found in small quantities. 
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Thus, the greenhouse effect is a natural phenomenon and in itself does not cause any 

climate problems; on the contrary, it allows the atmosphere and the earth's surface to 

warm up, maintaining ideal conditions for the development of terrestrial life. In fact, 

without the greenhouse effect, the average temperature of the globe would be -15°C. 

However, anthropogenic activity since the first industrial revolution, due to the use 

of fossil fuels, constant population growth and intensive livestock farming, has and 

does input massive amounts of GHG, resulting in an intensification of the natural 

greenhouse effect. Indeed, the IPCC Fifth Assessment Report stated that: "It is 

Figure 1.2 IR radiation absorption of the most important greenhouse gases. Global 

IR absorption of all greenhouse gases is shown above. Source: image prepared by 

Robert A. Rohde for the Global Warming Art. 

https://creativecommons.org/licenses/by-sa/3.0/d 
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extremely likely that human influence has been the dominant cause of observed 

warming since the mid-20th century"[5]. Global warming is thus defined as the rise 

in the average temperature of the globe caused by human activity.  

1.3 Consequences of global warming   

Global warming is having repercussions in every environmental sphere, and as time 

goes on, they will become more ominous if immediate actions are not taken. The 

most important consequences are described below.  

Rising temperatures  

As early as 1895, Swedish chemist Svante Arrhenius calculated that doubling CO2 

concentrations in the atmosphere would result in an increase of about 5-6°C in the 

average temperature of the globe[6]. Multiple independently produced instrumental 

datasets confirm that the decade 2011-2020 was 1.1 ± 0.07°C warmer (figure 1.3), 

than the pre-industrial period (1850-1900).  

 

Figure 1.3 Change in global surface temperature compared to the long-term 

average from 1951 to 1980. Source: NASA. 
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An average temperature increase of between 0.1°C and 0.3°C per decade is estimated 

(figure 1.3) [7,8]. Global warming is also likely to exceed 1.5°C before 2030  if it 

continues to increase at the current rate[9].   In addition, heat transmitted to the 

atmosphere will lead to the intensification and spread of extreme weather events such 

as droughts, hurricanes, and floods.  

Ocean acidification  

About 50% of atmospheric CO2 dissolves in the oceans where it forms carbonic acid 

according to this ration:  

CO2 (g) + H2O ↔ H2CO3 (aq.)  

In turn, carbonic acid dissolves, releasing H3O
+:  

 H2CO3 (aq.) + H2O ↔ H3O
+ + HCO3

-  

This mechanism leads to a decrease in the pH of the oceans, in fact it is estimated 

that in the last two centuries the pH of seawater has dropped from 8.2 to 8.1. 

Acidification will affect most marine species, for example, coral reefs are expected 

to decrease by 70-90% for a warming of 1.5°C[10]. 

Melting of glaciers   

Rising global temperatures also cause glaciers to melt, including Arctic glaciers 

where warming is two to three times higher [8]. In turn, this results in sea level rise. 

Projections suggest an average sea level rise in an indicative range of 0.26 to 0.77 

meters by 2100 for a global warming of 1.5°C and small islands, low-lying coastal 

areas and river deltas will be submerged.  

Loss of biodiversity   

If global warming reaches 1.5°C about 4% of ecosystems will undergo serious 

transformations, leading to loss of biodiversity. It is predicted that 6% of insects, 8% 

of plants and 4% of vertebrates will be lost.   

Diseases   

There are between 3.3 and 3.6 billion people who reside in extremely sensitive areas 

to climate change[8]. An increase in heat-related mortality and tropical diseases, 

especially vector-borne diseases such as malaria, is expected, even in countries 
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where it has been eradicated.  

Economy   

Rising global temperatures will pose risks to economic growth. For example, it is 

estimated that at 1.5°C there will be a reduction in the catch of 1.5 million tons. There 

will also be a reduction in yields of corn, rice, wheat, and other grain crops especially 

in the Americas, Africa and Asia [5]. In addition, the economic damage (meaning 

material damage) caused by extreme weather events will increase exponentially. 

Migrations  

Global warming is a greater risk to less developed and developing countries as 

poverty and economic disadvantage will increase. As a result, millions of people are 

expected to migrate to more industrialized countries [5].  

1.4 Policy measures to reduce global warming  

To address the problem of global emissions, several international conferences have 

been convened over the years with the goal of creating agreements that would codify 

a coordinated and collective commitment to reduce emissions to threshold levels 

within a certain time frame (see figure 1.4).  

One of the first environmental policy measures was the Kyoto Protocol, drafted in 

1997 by more than 180 countries at the United Nations Conference of the Parties on 

Climate Change (UNFCCC). However, the protocol did not enter into force until 

2005, when Russia joined, thus reaching the minimum quota of 55 states adhering to 

the protocol and responsible for 55 percent of pollution. In 2012, a renewal of the 

Kyoto Protocol until 2020 was arranged in Doha. The main goal of the Kyoto 

Protocol was to cut emissions of key anthropogenic GHG by at least 5.2% from 1990 

levels.  

The Paris Agreement, on the other hand, is an agreement among 184 states that make 

up the UNFCCC held in December 2015, and provides for the reduction of GHG 

emissions starting in the year 2020. The long-term goal of the Paris Agreement is to 

contain the global average temperature increase well below the threshold of 2 °C 
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above pre-industrial levels, and to limit this increase to 1.5 °C, as this would 

substantially reduce the risks and effects of climate change. The European Union 

formally ratified the Paris Agreement, thus enabling its entry into force on November 

4, 2016. The UN has also established 17 Sustainable Development Goals, popularly 

known as the 2030 Agenda, as of 2015. The 17 points cover a wide variety of social 

and economic concerns. Combating climate change and responsible consum  ption 

and production are two of them.  

In November 2022, there was a new Conference of the Parties of the UNFCCC 

(COP27) that incorporates the 17th Conference of the Parties to the Kyoto Protocol 

(CMP17) and the 4th Conference of the Parties to the Paris Agreement (CMA4). The 

conference decided to establish a monetary fund, called ‘Loss and Damage’, for the 

poorest countries that have suffered the devastating effects of climate change. In 

addition, the final document approved at the COP stressed that to achieve the goal of 

limiting global warming to 1.5°C from pre-industrial levels, emissions must be 

reduced by 43% by 2030 compared to 2019. However, there is a lack of agreement 

that mandates the phase-out of fossil fuel use. In fact, the document only highlights 

the need for transition to a renewable-based system and the importance of reducing 

fossil fuel use through mitigation and adaptation policies. Furthermore, the latest 

IPCC report suggests that global warming can realistically be limited to only 2°C 

[9]. In December 2023 there was the last Conference of the Parties (COP28) in 

Dubai. The results of COP 28 are called "historic" or "disappointing" depending on 

point of view. Assessing its impact is by no means simple. Only time will provide 

these answers. However, the final agreement includes (i) a reference to moving 

beyond fossil fuels to achieve climate neutrality by 2050; (ii) a new target to triple 

renewable energy and double energy efficiency by 2030; (iii)The acceleration of 
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zero- and low-emission technologies, including nuclear power and carbon capture 

and storage. 

In 2019, the European Union decided to adopt the so-called green deal, through 

which reducing emissions by at least 55% by 2030 becomes a legal obligation. The 

ultimate goal is to make the EU climate neutral by 2050 by funding research and new 

technologies (net-zero emissions - NZE) [11]. 

Among the instruments adopted by the EU is The EU Emissions Trading Scheme 

(EU ETS), in place since 2005. Each industrial/aircraft operator must offset its 

Figure 1.4 Timeline of most important climate conferences. 

Figure 1.5 EU ETS Iconography. Source: Council of the European Union 
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emissions on an annual basis with a corresponding number of quotes (1 quote =1 ton 

of CO2) which are generally sold in a dedicated market. The number of quotes, 

however, decreases each year, precisely because of the reduction in emissions. This 

has already resulted in the reduction of about 41% of emissions compared to 2005.  

 

1.5 Mitigation and adaptation: two strategies for coping with global warming  

Global warming and related climate changes are already underway, and the effects 

will be increasingly severe and catastrophic if concrete actions are not implemented 

soon. There are two possible strategies to address these changes and limit global 

warming to within 1.5°C: mitigation and adaptation.   

The IPCC defines climate change adaptation as "the adaptation of nature or human 

systems in response to actual or projected climatic stimuli or their effects, with 

moderate damage or exploitation of beneficial opportunities" [7]. Adaptation is thus 

a strategy that aims to adapt humanity to climate change through changing 

government policies and developing new technologies and ways to reduce the effects 

of global warming [12,13].  

Mitigation is defined by the IPCC as "an anthropogenic intervention to reduce the 

source or enhance the storage of greenhouse gases." Unlike adaptation, which 

focuses on the effects of global warming, mitigation addresses the cause and aims to 

reduce anthropogenic GHG emissions. Mitigation can be accomplished in two ways 

[13–15]:  

The first method is to develop innovative technologies aimed at both increasing 

efficiency in energy use, thereby reducing emissions, and absorbing those emissions.  

 the second way is decarbonization, that is, reducing economic dependence on coal 

or fossil fuels more generally.  
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Considering the potential future strategies from a purely economic point of view, 

assuming only one of them entails extremely prohibitive costs as shown in figure 

1.6.  

Failure to take measures leads to technological unpreparedness and thus, eventually 

to increased costs associated with the consequences of climate change. At the same 

time, however, adopting a mitigation-only policy is not economically possible 

because one would have to completely eliminate all anthropogenic GHG. Adaptation 

is also an extremely expensive strategy because it involves the continuous 

development of technologies to cope with the growing consequences of global 

warming[15]. Therefore, the most economically feasible option is the combination 

of adaptation and mitigation: reducing GHG emissions within a certain limit will 

decrease the costs of adaptation because the future effects of climate change will be 

less intense [12–16].  

 

 

Adaptation 

costs  

High Low 

Only 

mitigation  

Only 

adaptation  No action  

Figure 1.6 Interrelationship diagram between the cost of adaptation, mitigation, 

and non-intervention. Adaptation from reference [15] 
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1.6 The CO2 issue and the CCS and CCUS technologies 

Currently, mitigation and adaptation are focused on reducing CO2 emissions. In fact, 

the anthropogenic intensification of the greenhouse effect is mainly due to the 

increase of CO2 emissions into the atmosphere. Its predominant role over other GHG 

is justified by the greater amount poured into the atmosphere by humans. As the 

Keeling curve shows (figure 1.7) there has been a steady increase of CO2 in the 

atmosphere during last decades.   

The global annual average concentration of CO2 has increased by more than 45% 

since the beginning of the Industrial Revolution, from 280 ppm in the first half of the 

18th century to 422 ppm in January  2024, an average increase of about 2 ppm each 

year, and it is accelerating [17]. The increase in the concentration of CO2 in the 

atmosphere is due firstly to the use of fossil fuels, especially coal, to obtain energy 

and secondly to deforestation, which produces 30% of the GHG emitted annually 

Figure 1.7 Keeling curve, the red curve shows average monthly CO2 

concentrations, and the dark curve is a smoothed trend. Data from Dr. Pieter Tans, 

NOAA / ESRL and Dr. Ralph Keeling, Scripps Institution of Oceanography. 
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[13,17,18]. In fact, deforestation on the one hand prevents trees from storing CO2 as 

they grow, and on the other hand releases huge amounts of CO2 into the atmosphere 

due to fires[19].  

However, there are specific sectors in which innovative technologies and energy 

efficiency allow for a drastic reduction in emissions. Power and energy production 

is among the most promising sectors in which to apply mitigation policies (see figure 

1.8). Firstly, because this sector alone is responsible for 37% of global carbon 

dioxide emissions, increasing by 0.9 percent or 321 Mt in 2022, setting a new record 

[20]. Secondly, technologies already exist to implement them, reducing waste and 

emissions [7,21].  

An indispensable role toward decarbonization is played by renewables, which could 

help halve CO2 emissions by 2050 if their use is increased to produce about 40% of 

Figure 1.8 Global greenhouse gas emissions by sector. Source: Climate Watch, 

the World resources institute (2020) 
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global electricity [22]. For example, it was estimated that by 2022 renewable energy 

technologies, especially solar and wind power, helped to avoid the emission of about 

550 Mt CO2 in power generation [20].  However, the biggest problem with this 

technology is that renewable energy sources (such as the sun or wind) produce 

energy intermittently, with energy peaks that cannot be stored in batteries. A viable 

alternative could be nuclear power because of the possibility of being able to produce 

it continuously and with low GHG emissions. However, the nuclear industry since 

1993 has experienced a continuous decline due to low consumer confidence, fueled 

by major nuclear accidents such as Chernobyl and Fukushima. A further decrease in 

carbon dioxide emissions could come from the industrial sector. Energy intensity in 

industry could be reduced by about 45% through deployment of the best available 

technologies and continued technological innovation [13].  

To ensure an efficient energy transition to a low-emission economy, several 

strategies can be adopted in addition to decarbonization. Optimization and 

intensification of existing processes aim to reduce energy demand by taking 

advantage of technologies that allow reuse of emissions to obtain useful products. In 

fact, the interest of the scientific community in carbon capture and storage (CCS) 

and carbon capture, utilization and storage (CCUS) technologies has increased in 

recent years [23–28].  

The CCS process involves three main stages: (i) capture and CO2 purification, (ii) 

compressing it and transportation and (iii) finally storage in underground.  

Transport of CO2 can be carried out either through a pipeline (liquid phase) or by 

trucks, rail, and ships (dense phase). Importantly, when continuous flow from the 

CO2 capture facility is necessary, transporting CO2 through pipelines supplies a 

number of advantages over alternative methods. In addition, compared to alternative 

CO2 transport methods, pipelines enable the more economical transportation of a 

higher volume of CO2 over long distances, which might have been taken from several 

point sources [29]. For the effective implementation of CCS systems, a few issues 
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with CO2 transit via pipelines must be handled. For instance, compression and 

transport are especially susceptible to the presence of steep slopes and contaminants 

when CO2 is carried in a pipeline during the supercritical phase [29,30]. This 

influences the fluid dynamics and thermodynamic behavior of the CO2 stream as 

well as the pipeline system's re-pressurization distance, leading to distinct flow 

regimes that change the operating conditions for the pipeline. 

Storage involves the injection of CO2 at depths of 1 km or more within preexisting 

geological formations characterized by an impermeable layer, called caprock [31]. 

Suitable candidate areas include deep coal seams, depleted oil fields, and deep saline 

aquifers, the latter having greater storage potential than the others [32]. Storage in 

geological formations allows for a sufficiently stable long-term carbon dioxide sink 

that is not linked to carbon fixation in the form of plants through reforestation. Under 

these conditions, CO2 has a density close to that of a liquid; therefore, storage is more 

efficient than at the surface, and it is also possible as well for carbon dioxide to 

undergo mineralization, thus permanently fixing the gas in the form of mineral 

carbonates, at present, however, the amounts of gas sequestered with this technology 

are in the range of MtCO2/yr compared to the GtCO2/yr needed for important 

mitigation effects[32,33].  

 

Carbon dioxide capture is the most complicated and consequently expensive step, 

which accounts for more than 75%  of the cost of the entire process [33]. CO2 can be 

captured in several ways and from various sources. This depends also on 

concentration, partial pressure and operating conditions  [21] which can vary 

considerably depending on whether it is industrial production or power generation 

facilities as shown in table 1.1 [18]. 
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Table 1.1 CO2 concentration and partial pressure in the flue gas streams for 

different power generation plant or industry. From ref. [18,33] 

Plant or Industry Type Average CO2 conc. (v%) PCO2 (MPa) 

Coal-fired power generation 12 – 14 0.012 – 0.014 

Natural gas turbine power generation 3 – 4 0.003 – 0.004 

Oil-fired power generation 11 – 13 0.011 – 0.013 

Integrated gasification combined cycle 12 – 14 0.012 – 0.014 

Cement production 14 – 33 0.014 – 0.033 

Steel production (by blast furnace) 20 0.04 – 0.06 

Ammonia production 18 0.5 

Ethylene oxide production 8 0.2 

H2 production (by steam reforming) 15 – 20 0.3 – 0.5 

Methanol production 10 0.27 

There are three main ways for CO2 capture, summarized in figure 1.9 [28,34]:  

Figure 1.9 CO2 capturing processes. From ref. [28] 
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In the energy sector the post-combustion technique is generally adopted to remove 

CO2 from waste gas streams after the conversion of the carbon source. It is adopted 

in this sector for the lower CO2 concentration and because many of the technologies 

in this category can be added to existing power plants without causing significant 

interruptions or modifications to the process flow, it is particularly effective at 

reducing carbon emissions from point sources. Downstream of the combustion 

process, a wide range of CO2 collection systems are used.  These typically include 

adsorption, absorption, and membrane separation and, as well as electrochemical 

separation using fuel cells. In addition, they include cryogenic separation and 

mineralization. Anyway, regardless of the type, CO2 separation and capture 

significantly increase the energy and financial costs of the process. [33,35]. Only the 

most commonly used processes are briefly described below. 

Absorption involves first the chemical and selective absorption of CO2 by interfacial 

equilibrium with a proper solvent in an absorption tower, then the gas in desorbed in 

a regeneration tower, recovering the solvent for the next stage of CO2 capture. 

Although aqueous solutions of alkali metal hydroxides can be used, they are not 

suitable for large CO2 sources.  

The alternative still most widely used consists of amines solution, such as primary 

amines (monoethanolamine), secondary amines (diethanolamine) and tertiary 

amines (triethanolamine or methyldiethanolamine), which flows countercurrent to 

the gas. Afterwards, the rich-CO2 solution is pumped to the head of a stripping 

column where it flows countercurrent to a heated vapor stream. The heat allows 

desorption of the gas which is condensed, compressed, and sent toward storage 

sites.[24,25,33]  

Even if the CO2 recovery efficiencies are more than 80%, fundamental problems 

with this method are the cost of the solvents and the energy required for the entire 

process, which is currently about 2.6 GJ per ton of CO2, corrosion of equipment and 

materials and not last the carbon footprint as amines derives from ammonia, whose 

synthesis involves important CO2 emissions [23,33]. 
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 Membrane separation is a fairly mature technology, but one that is only recently 

entering the world of CCS technologies. With its comparatively low environmental 

effect and ease of scaling up, membrane-based separation is preferable to alternative 

techniques. In addition, it may be used continuously without the requirement for a 

solvent or sorbent, and industry prefers its regeneration over traditional processes. 

This technology can separate the gas (permeate) from all other contaminants 

(retentate) by the membrane module. In this process, pre-treated exhaust gas 

containing CO2 is sent to the high-pressure side of the membrane and it is recovered 

from the low-pressure side [36].  

Several materials can be used for membranes. Organic membranes, usually polymers 

(such as polyacetylene, polycarbonates, polyaniline, polyvinylamine etc.), cannot be 

used at elevated temperatures and in presence of water but they are no expensive and 

easy to control. Inorganic membranes include ceramics, metals, or zeolite, so 

materials with high chemical and thermal stability but the costs are greater than 

organic membranes. A viable alternative, combining the advantages of both types at 

moderate cost, are mixed membranes consisting of a polymer matrix filled with 

inorganic filler [37].  

Adsorption involves a physical interaction between the gas and the adsorbent 

material. Liquid solvents are not used for the low liquid/gas interfacial contact area 

while solid sorbents are preferred because it is possible to fabricate solids with 

extremely high surface area, maximizing the contact area with the gas. In addiction 

the mass transport in gas phase is several orders of magnitude higher ( ~10−5 m2/s) 

than liquid phase (~10−9 m2/s), facilitating the separation [33].  

However, a major problem is the adsorption of water and other flue gas impurities 

in the micropores of solid sorbents. In any case, the intensity of the van der Walls 

interaction between the polar surface sites and the huge quadrupole moment of the 

dipolar CO2 molecule controls the selective adsorption of this gas onto the sorbent 

material. Therefore, careful selection of the chemical nature of the sorbent is 

necessary to optimize the selective separation of CO2. Again, the process is an 
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adsorption-regeneration cycle in which two towers working in tandem are involved.  

Usually, the gas is desorbed by varying pressure, as in pressure swing adsorption 

(PSA) and vacuum swing adsorption (VSA), or by temperature differences, as in 

temperature swing adsorption (TSA). 

In industry, the capture of CO2 occurs through pre-combustion, which is a method 

of separating the carbon dioxide obtained as a co-product of a given process, such as 

in coal gasification and syngas production, using pure or highly enriched (>90%) 

oxygen for the fuel combustion or gasification process.  

The overall process can be schematized into several stages. A priori steps consists in 

oxygen separation from air, as it is a cheap and abundant source for oxygen [33]. 

The collected oxygen is used for partial oxidation of the fuel, obtaining syngas that 

is further converted by water-shift reaction, into carbon dioxide and hydrogen, via 

water vapor, and thus increase the amount of hydrogen that can be obtained and used 

for power generation [22,38–40]. 

This process produces a gaseous mixture from which CO2 is separated by adsorption, 

absorption, membranes or cryogenic processes. Even though Pre-combustion is 

extremely successful in reducing emissions, but the overall cost and performance of 

the plant are often lower [41,42]. 

Oxyfuel process is similar to post-combustion but pure oxygen at high temperature 

is used to increase the total amount of attenable CO2 [43]. In addiction almost pure 

and ready for storage CO2 is obtained avoiding another extensive post separation 

step. In fact, the product flue released by oxy-combustion usually contains about 

70% CO2 plus water vapor, while nitrogen, one of the most difficult impurities in 

CO2 stream, is not included in the process, allowing an easier CO2 capture [33]. 

Anyway, several issues connected to excessive cost, limits the interest and 

investment on this technology. In fact, expensive materials tolerant at elevated 

temperature are needed. In addition, oxy-combustion usually produces more 

pollutants in the flue gas than do air-based combustion processes, including inert 

gasses, HCl, SO2, ash, and Hg, and their removal is difficult [44]. 
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Although CCS has a larger CO2 mitigation potential [45]  the high costs of various 

processes and the uncertainties associated with long-term geologic storage have led 

the scientific community's interest in CCUS technologies. Indeed, it is economically 

more feasible as it allows sequestered CO2 to be used for the production of high 

value-added products. For the last, these technologies appear to have greater 

potential than CCS technologies to reduce carbon dioxide emissions. In fact, the 

IPCC has stated that without the development of such technologies, the cost of 

mitigation could increase by 138% [46]. Moreover, CCUS allows a cyclic process 

of CO2 use and if renewable technologies are employed, the quantity of renewable 

energy injected into energy systems to replace fossil fuels rises [47]. There are 

numerous ways to reuse CO2, but the following applications are the most promising 

in the industrial and energy sectors to implement the mitigation strategy.  

➢ Enhanced oil recovery (EOR): also known as tertiary recovery, is a method of 

increasing the amount of oil that can be extracted from a reservoir by 30-60%. In 

fact, by injecting various agents such as CO₂, natural gas or polymers directly into 

the reservoirs, it is possible to extract the oil trapped in the rocks.  Most commonly, 

supercritical CO₂ is used because it is naturally available, inexpensive, and by 

reducing the viscosity of the oil, it facilitates its transport to the well.  In addition, 

the CO2 used can be stored directly in the same reservoir after extraction is complete. 

Alternatively, it is also possible to inject a mixture of water and CO2 (Water 

Alternating Gas, WAG) for better recovery because water reduces the mobility of 

carbon dioxide, making the gas more effective for the purpose [35,48].  

➢ Enhanced coal-bed methane (ECBM): is a method to increase the amount of 

methane that can be extracted from coal deposits. Again, CO2 is injected, which, 

when absorbed by the coal, pushes methane trapped in the coal to the surface for 

capture and consumption as fuel. Anyway, this method is not commercial available 

because not economically feasible [43]. 
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➢ Carbonation: is a process by which carbon dioxide is converted into inorganic 

carbonates that can be used in the construction industry. During this process, alkali 

metal oxides, usually MgO and CaO, which occur naturally in rocks, react with CO2 

to obtain magnesium carbonate and calcium carbonate, respectively, in the form of 

limestone.   

CaO + CO₂ ↔ CaCO3         ΔH= -179 kJ/mol 

MgO + CO₂ ↔ MgCO3      ΔH= -118 kJ/mol 

Although both reactions are exothermic and thermally favored, they have slow 

kinetics. Therefore, research is focused on finding ways that are able to speed up the 

process [43,48,49]. One advantage of carbonation is that the CO2 is not stored in 

geological cavities but is stored in carbonates that are stable for an extended period 

and thus without concern of possible CO₂ leakage that could pose health, safety, and 

environmental risks. From an economic point of view, carbonates can used in the 

construction industry but revenues are highly dependent on demand and the cost of 

carbonates [50].    

➢ Biofuel production: algae are photo-cellular organisms that require light, 

inorganic salts, and CO2 as a source of carbon that they can absorb from the 

atmosphere, soluble carbonates, and industrial waste gases. A range of hydrocarbons 

can be extracted from algae, from which biofuel can be obtained at a rate that varies 

with the type of algae and growth rate. For this reason, algae cultivation is a 

renewable method of producing energy and is a viable alternative to CO2 capture and 

storage alone [43,48,51]. In addition, unlike biofuel derived from agriculture, that 

derived from algae has no impacts on the environment or food supply [52]. 

➢ Power to fuels: refers to a series of processes to convert CO2 into fuel using 

renewable energy. Excess electricity obtained from renewable sources (such as wind 

power generated at night when demand is lower) can be used to do electrolysis of 

water and obtain H2 (2H2O↔2H2 + O2) which is considered a green energy carrier 

to store electricity (power to hydrogen). Hydrogen can be used to reduce CO2 into 
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methane by the Sabatier reaction and thus be fed into pipelines. This technology, 

renamed power to gas, has a significant advantage compared to other technologies 

in terms of storage capacity and discharge time [23,25,53]. However, these 

technologies have a number of issues related to lack of infrastructure and process 

costs that currently make the products obtained too expensive compared to those 

obtained from fossil fuels [54].  

➢ Production of chemicals and fuels: as a carbon source, carbon dioxide can be 

converted into chemicals of organic nature with technologies that can improve or 

replace current synthesis methods in the chemical, pharmaceutical and plastic 

industries.[43,48,55] It has been estimated that conversion into has a large CO2 

sequestration potential of about 500 Mt/year [56].  

There are several patents such as US2006023509136 in which CO2 is converted to 

formic acid by electrochemical reduction. The formic acid in turn can serve as a 

source of carbon or hydrogen to obtain methanol, dimethyl ether, and other 

compounds. In patent US2015034503437 a method is described for converting CO2 

into hydrocarbons, such as methanol, formic acid, formaldehyde, ethanol, or butanol, 

by electrochemical or photoelectrochemical route. In addition, CO2 can be 

synthesized into various products by hydrogenation with various catalysts. For 

example, solid ZnO-ZrO catalysts allow both the production of methanol with a 

selectivity of about 90% [57] and short olefins such as ethylene and propylene [58] 

However, all these processes are highly endothermic, and therefore expensive, so 

they cannot yet be used on a large scale. 

The conversion of carbon dioxide into fuels and chemicals has a wide range of intra-

sectoral benefits in the energy sector, including carbon removal from the energy and 

industrial sectors, production of fuels and chemicals through sustainable processes, 

and reduction of fossil emissions and fuel consumption in the production of fuels and 

chemicals.  
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1.7 Not only CCS and CCUS: the role of e-chemistry  

The goals proposed by the European green deal by 2030 and the net-zero emissions 

(NZE) by 2050 can not be achieved by CCS and CCUS alone but it is essential to 

develop new synthesis strategies to reduce a priori the emission of CO2. In fact, only 

around 50% of the target reduction needed to reach NZE by 2050 will be realize if 

actual trend in the reduction is kept until that year[11]. In chemical industry sector, 

the major emissions are connected to energy use primary and then for chemical 

processes themselves. Moreover, only 30–40% of the inlet carbon (as fossil fuels) is 

preserved in the end chemicals, with the remaining carbon being utilized for 

transformation and then released as CO2.  

Therefore for reaching a neutral carbon footprint, chemical production must undergo 

a profound shift toward a fossil-free model, necessitating the simultaneous and 

synergistic convergence of all required actions to achieve so-called e-chemistry [59].  

Figure 1.10 Net Zero 2050 scenario pathway – CO2 emisions. From ref. [11] 
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The realization of e-chemistry relies on crucial points for the future:  

• A circular CO2 economy in chemical production, that aims to re-use waste 

and end-life chemicals in order to minimize, or ideally avoid, emissions and 

the supply of virgin raw materials.  

• Direct use of renewables as energy input by electrification of chemical 

industries.   

• Developing of synthetic route that use renewable energy as direct energy 

input (power-to-lumps and e-fuels)  

1.7.1 CO2 circular economy 

A circular economy of carbon can be realized by the connection and cooperation of 

different technologies. CCS and CCUS are among them, but they will not make the 

industry truly circular because chemical industry always require fresh carbon input. 

One example is plastic recycling. Even if reuse of plastic involves several step in 

order to minimize waste (reuse, then mechanical recycling, then depolymerization 

and  conversion in hydrocarbon feedstock and, as a last resort, energy recovery) only 

about 50% of the overall plastic is recycled[60]. Consequently, fresh carbon input is 

needed to compensate for losses and, together with demand rising, it is expected to 

exceed 400 Mt by 2050. To reduce net CO2 emissions in the short to medium term, 

the fresh carbon input may also include fossil carbon and CCS. Conversely in the 

long-term scenario CCUS and the so-called power-to-chemical lumps will be central 

to develop a cyclic CO2 economy.  

1.7.2 Electrification for heating  

In order to meet the requirements for NZE, it is also necessary not only to replace 

fossil fuel as the carbon source for the chemical industry, but also to electrify unit 

operations (especially chemical reactors) in industrial plants with the purpose of 

increase the use of renewables as an energy source for the operation of these units 

[59,61]. The energy demand in the chemical industry nowadays is mostly for heating 

and cooling, and in minor part for mass transfer and mixing. Electrification of 
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chemical industry aim to substitute completely the use of fossil fuel with electricity 

in this sector, reaching a neutral carbon footprint if electricity derives only from 

renewable energy [62]. To achieve these purposes, the electrification can be made on 

different stages, with a gradually but constant change in the production systems.  

Surely, in a short-term scenario the reduction of the energy losses, which count for 

almost one-third of the energy input, are essential to increase the efficiency of the 

processes. This is possible by advanced control or better insulation, which is already 

a daily business in chemical industry. In the near future new technologies for heating, 

called power-to-heat, will be essential to break free from fossil fuels [61].  The 

typologies of electric heating technologies for chemical reactors can be divided into 

three types, based on the physical phenomenon beyond heating:  

1. Resistive heating. In this case an electric resistor is used to generate heat. The main 

advantage of this heating method is the minimization of the heat losses if it is 

compared to traditional fired reactors. Resistors can be placed outside the reactor, 

using a heat-transferring fluid if the temperature is lower than 550°C as in the case 

of electric boilers, therefore a change of the rector design or catalysts is not required, 

making this electrification method more adaptable to current production processes. 

Otherwise, the resistor can be integrated inside the reactor by exploiting the joule 

heating. In the latter case, the heat could derive either from (i) directly incorporation 

of an electrical resistances into the body of the catalyst's support, or (ii) using a 

resistive conductor (a metallic support, for instance) where the catalyst is supported 

[63]. The heating is more efficient, and a better control of the temperature can be 

done than heat-transferring fluid. In addition, as the reactant in contact with the 

catalyst may have a lower temperature than that of the catalyst layer, new strategies 

to improve stability or selectivity could be explorer.  

Nevertheless, this electrification way requires a redesign of the catalyst to minimize 

the temperature fluctuations that can afflict performances and stability.  This was 
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made by Wismann and colleagues, which presented a novel reactor idea for 

electrifying the steam methane reforming (SMR) reactor by joule heating. They used 

a tube made of Fe-Cr-Al alloy with a thin ZrO2 washcoat layer and a Ni-film as 

catalyst. The current was applied into reactor by copper connector and transformed 

into heating. The conversion of methane at output temperatures of up to 900°C was 

found to be around 87%, and a CO2 emission reduction of 20–50%, compared to 

traditional industrial reformer was attained [64,65]. Instead, Zhou et al. [66] 

developed a plate-type alumina supports impregnated with nickel for SMR. A high 

methane conversion of 97% at 700°C was achieved, but the used plate support 

showed a very low hydrothermal stability after 50 h. In fact, its surface area was 

reduced to only 36% of the starting value, hindering industrialization. Zhen et al. 

[67] studied same reaction adopting a Rh/Al2O3 catalyst on a commercial SiC foam 

that deserves as support and resistive heating element. Full methane conversion was 

achieved at 650°C with a specific energy demand as low as 1.24 kWh/Nm3
H2 and a 

catalyst density of 86.3 g/L. Sekine et al. [68] used a CexZr1−xO2 catalysts at low 

temperature (190°C) and a stainless electrode rode as heating element. Even if the 

methane conversion was low (12%) the energy consumption was around 4 kWh 

Nm−3
H2. 

2. Magnetic or inductive heating.  Heating is created by an oscillating magnetic field 

that generates eddy currents and heat by joule heating in a conductor or magnetic 

losses hysteresis in a ferromagnetic material [69]. Compared to resistive hating, in 

this case there is no direct contact between the electric heat source and the catalyst. 

It is a simple technology to scale up and the heat is transferred very quickly [70], 

allowing a fast temperature fluctuation. However, as conducting or ferromagnetic 

materials are involved, a thorough redesign of the catalysts is needed, such as using 

nanoparticles with magnetic cores on which the non-magnetic catalyst is deposited 

[61]. This was made by Mortensen at al. [71] employing  a magnesium aluminate 

(MgAl2O4) spinel coated with an inductively heated Ni-Co NP alloy for methane 
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steam reforming. Complete conversions with little carbon production were measured 

at low flow rates because the inclusion of nickel further catalyzes this process. Later, 

it was discovered that by adding tiny quantities of copper to the alloy, it was possible 

to obtain practically full conversion (95%) at lower electromagnetic fields and 

greater flow rates (Q = 152 NL/h), as well as reduced carbon production and no loss 

of catalytic activity [72].  

An advantage of inductive heating is the possibility to fast control the temperature. 

This could be an advantage because it can induce the creation of metastable state for 

the catalyst, able to enhance performances or, by fasting adsorption-desorption 

cycles, it is possible to remove poisoning species [63]. An interesting application of 

this propriety  was reported by Giambastiani’s team [73] about CO2 methanation 

(Sabatier reaction), developing nickel nanoparticles deposited on a oxidized carbon-

felt disks. In fact, as the reaction is exothermic a big drawback is the over-heating of 

the catalyst. By inductive heating they were able to real-time control of the target 

temperature at the catalyst active sites, balancing the undesired and sudden 

temperature changes at the catalyst bed. A CO2 conversion up to 74% and CH4 

selectivity close to 97% was measured at 320 °C with pure gas stream.  

3. Microwave (MW)/RF (radio frequency) heating. A microwave or radiofrequency 

create an alternating electric field that induces moving of dipolar moment of 

receiving molecules or ions in a liquid and current is generated. Therefore, it is 

simple to control because of immediate response to applied electric field but it is a 

heating method mainly for liquid homogeneous catalyzed reactions or no-catalytic 

reaction. Moreover, only small dipole molecules materials are suitable for this 

method limiting applications but water is included as receiving material [70]. 

Nevertheless, some possible advantages should be explorer [63,74]. They include:   

-  selective heating of catalyst zones: the surface rather than the bulk of the catalyst 

or a particular area of the catalyst having a different composition from other parts 

even at a nanoscale level can be heated differently.  
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- creation of hotspot zones by non-uniform distribution of electromagnetic field on 

the catalyst surface.  

- selective heating of some of the adsorbed species: the molecules adsorbed usually 

have a dipole moment and thus they can be selectively heated under microwave 

irradiation, with possible poisoning reduction. 

A summary of recent developed catalysts for MW assisted dry reforming of methane 

is reported in table 1.2.  

Table 1.2 Catalysts for MW assisted dry reforming of methane. Revisited  from ref. 

[75] 

Catalysis Operating condition χ CH4; χ CO2 Reference 

Ni/SiC 

 

MW Power= 45–60 W 

WHSV= 11L h−1 g−1 

Temperature= 800°C 

80%; 90% [76] 

Ni/Al2O3-SiC 

 

MW Power= 45–60 W 

WHSV= 11L h−1 g−1 

Temperature= 800°C 

 

90%; 90% [76] 

Fe/HZSM-5 

 

MW Power= 700 W 

WHSV= 24L h−1 g−1 

 

63%; 91% [77] 

LaxSr2−xCoO4-

Mn 

 

MW Power= 140 W 

WHSV= 10L h−1 g−1 

 

80%; 80% [78] 



 

30 
 

Co-Mo/TiO2 

 

MW Power= 100 W 

WHSV= 10L h−1 g−1 

81%; 86% [79] 

Cu-Mo/TiO2 

 

MW Power= 140 W 

WHSV= 10L h−1 g−1 

76%; 62% [79] 

 

1.7.3 Technology for future full electrification: Power to chemical lumps   

In a long-term scenario, electricity can be ideally used not only for heating or cooling 

the reactors, but it should actively take part in the reaction. In fact, reaching this goal 

means integrating renewable energies in the chemical industry production chain. 

Many efforts are currently focused on the so called  power-to-X technologies (PtX), 

where X indicate gas, liquid, heat, or chemicals, depending on what is being 

produced [34,47,80,81]. Anyway, PtX could have a potential only in the mid-

scenario. In fact, these are multistep processes, including (i) CO2 capture and 

purification; (ii)green H2 production by electrolysis and (iii) thermal production of 

chemical by thermo-catalytic steps. Therefore, the use renewable energy source is 

included only for H2 production. In addition, in  a long-term scenario, the cost and 

energy required by PtX technologies do not make them suitable with NZE targets 

[82].  

Therefore, a 2nd generation technologies is highly necessary to include renewables 

in all the steps and to achieve a complete sustainable chemical industry. This is the 

aim of power-to-chemical lumps technologies [61,63] where electricity is directly 

integrated in  the reactions in the form of either activated species (plasma-catalyzed 

processes) or of charged species generated on the surface of the catalyst 

(electrocatalysis) or as light absorption in a semiconductor (photocatalysis). These 

e-technologies have also the greatest potential for process intensification through the 

elimination of intermediate stages (purifications, storage, transportation etc.) letting 



 

31 
 

a possible reduction of fixed and operating costs. Moreover, the introduction of new 

production modalities and reactors design will make easier and greater use of local 

resources by distributed production.  

Electrochemistry  

The most often used and advanced electrified chemical process is electrochemistry 

which is why in a few decades (2040) it may be usable instead of traditional 

processes [63]. Inorganic compounds, metal refining, and electrolysis are the 

principal applications for the few large-scale manufacturing facilities that exist on a 

global scale. For example, one of the most important industries is the combined 

chlorine and caustic soda (NaOH) production (chlor-alkali) and aluminum 

electrowinning.  

Anyhow, electrochemical technology offers an innovative solution to reduce GHG 

emissions while still being competitive and attractive through high potential cost 

reduction and increased efficiency. In fact, among the major advantage of 

electrochemistry, creating redox agent in-situ (H+/e-, *OOH, *OH, *O, H2O2) is one 

of the most important, ending the need to separate and store them. One example is 

the ammonia production, one of the largest chemicals that each year produces more 

that 1% of total CO2 emissions over word. Electrification of the reactor is useful to 

reduce the carbon footprint, but emission is still notably because the main source of 

emissions is the methane involved for thermal production of H2 need in N2 

conversion to ammonia by Haber-Bosh process. The electrocatalytic reaction is able 

to produce the H2 equivalent in the form of H+/e- reactive species at room 

temperature, avoiding also expensive and pollutant processes of the conventional 

route (especially H2 production and  compression over 100 bar and  temperature over  

400 °C for the ammonia synthesis conditions), reducing the emission of the overall 

process over 70% [83].  

Concerning electro-organic syntheses, few of them have reached scaled production 

even though have been explored for a long time. This is not just because of the price 
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of electricity, but more frequently because of technical difficulties [70,84]. Anyway, 

organic electrochemical reaction, especially for CO2 reduction, are extremely 

attractive because can provide the non-avoidable fresh carbon input inside circular 

economy processes [60,84], as discussed above. From this point of view, the direct 

production of C2+ chemicals by electrocatalytic coupling of CO2 has attracted a lot 

of interests but it is challenging because of the difficulty in C−C coupling[85,86]. 

Remarkable examples can be found in literature. For instance,  Marepally et al. [87] 

enhanced the selectivity to C>1 products (Methanol, ethanol, acetone and 

isopropanol) incorporating commercial imidazolate-based metal–organic framework 

(SIM-1) in a Zn-GDL gas-phase electrode. Arrigo et al. studied a novel mechanism 

of formation for methanol, acetaldehyde, and C3 (acetone and isopropanol) on the 

Fe-phase [88]. Nanostructured copper is the most studied electrocatalyst for CO2 to 

ethylene, but together with other metals can also catalyze selectively the formation 

of C2 products under proper reaction conditions. Some illustrative examples are 

reported in table 1.3.  

However, electrochemistry must be competitive respect the traditional synthesis 

route for an industrial commercialization. In fact, the electrocatalytic process cost is 

highly influenced by the electricity cost. It was estimated that to become 

economically viable,  even if the procedure and cost of CO2 are both zero, the price 

of renewable electrical energy must drop by a factor of at least 5 and efficiency in 

manufacturing the protons required for the CO2 reduction must rise for 

electrocatalytic reduction [89]. 

Table 1.3 Examples of Cu catalyst doped with different element and their 

performance [85] 

Cu structure 
Dopant 

element 

Potential 

(V vs RHE) 

Efficiency to 

ethylene (%) 
Reference 

Nanoporous Al -1.5 80 [90] 
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Powder 

agglomeration 
Ag -0.7 48 [91] 

CuO nanosheets Sn -1.1 48 [92] 

Powder SiO2 -4.1 65 [93] 

 

The production of raw aromatics (benzene, toluene, xylenes etc.) is essential for a 

complete transformation to a fossil fuel-free chemical industry because of the wide 

variety of chemicals that can be produced, especially polymers and plastic. For 

example, styrene derives from benzene, and it is the major compound for the 

polystyrene production, instead cumene and phenol are involved in healthcare 

products and in the synthesis of epoxy-resins and polycarbonates. Cyclo-hexane is 

an intermediate in nylon production, p-Xylene is used to create polyesters and 

polyethene terephthalate (PET) while o-Xylene is utilized for flexible PVC 

(polyvinyl chloride) [60,61].  

The primary low-carbon methods for producing monocyclic aromatic hydrocarbons 

that can replace fossil fuels in chemical production mainly involve the use of biomass 

to produce the basic component involved in the reactions. For example, Meng et al. 

[94] developed a benzene synthesis route by RuW catalyst supported on  high silica 

zeolite, achieving a direct production of around 20% by in situ lignin hydrolyzation. 

Methanol-to-aromatics (MTA) process is another encouraging way to produce 

aromatics because it can also be realized in one direct step from CO2. For instance, 

Liu et al. [95] using a composite catalyst of ZnAlOx with a nano-scaled spinel 

structure and H-ZSM-5 zeolite achieved an aromatics selectivity of around 74% and 

around  9% for CO2 conversion at 320°C, with a stability proven until 100h.  
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Photochemistry 

Among the new power to chemical lumps technologies, photocatalysis has the 

advantage to directly use the renewable source i.e., sunlight, without a step for the 

conversion and store of electricity. Photons are the reactive species, and they can 

induce the catalytic transformation by solid vibrational modes (phonon), energy 

transfers and excitement phenomena. Multi-electron and multi-proton processes are 

typically involved in these solar-to-chemical conversions, and remarkable progress 

in photocatalytic H2 evolution, water oxidation, CO2 reduction, and organic 

transformations has been documented in the last decade, with ever-improving 

efficiency, selectivity, and durability. Is estimated that in a long-term scenario the 

carbon footprint should be reduced of >70% [80] . 

At the same time photochemical reactions have some intrinsic limitations: 

Process intensification, for instance by staked reactor, is more difficult because 

photocatalytic devices need direct sunlight irradiation. 

Irradiation intensity must be as high as possible, so there are limitations in time 

(during night) ant place (meteorological aspects, localization, etc.) 

Low productivity due to low efficiency as current density generated by sunlight 

irradiation are in the order of 10 A/cm2 while in electrochemical process it can be 

twice as high. 

On other hand, direct sun irradiation gives another advantage: adaptability. In fact, 

this technology allows a change from a centralized model to a distributed production 

type by efficient small-medium scale plants. It can reduce also geopolitical 

dependence from fossil fuel rich countries, pushing investments and technological 

competition and creating new opportunities. In addition, in a long-term scenario, 

shift to a distributed production could be realized by developing of compact 

photovoltaic module, called artificial leaf, able to produce e-chemicals directly in a 

process, avoiding expensive and environmental impacting steps.  
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The most studied reactions in photochemistry are N2 fixation and CO2 reduction, 

therefore reactions with a great commercial value and high carbon footprint 

reduction potential. 

Currently ammonia is produced by Haber-Bosh process, developed in the early 

1900s. It has significant drawbacks: extreme synthetic conditions are needed, such 

as 300–500 °C and 150–300 atm, with efficiency around 20%, therefore a significant 

amount of energy (more than 1% of the world's energy production) is required, which 

creates environmental issues with an annual CO2 generation of more than 400 Mt 

[96–98].  

The artificial photosynthetic nitrogen reduction reaction (photo-NRR) is a more 

flexible and environmentally friendly alternative to the Haber-Bosch process 

because it can work at room temperature and atmospheric pressure, with 

consequently important operation cost reductions [98]. Very interesting are the 

ongoing development about artificial leaf devices [63,99], so compact 

photochemical cell able to directly reduce N2 into NH3 and then into fertilizers (in 

the form of NH4NO3 aqueous solution) [100]. A scheme of a possible cell is reported 

in figure 1.11. 

Figure 1.11 Concept of a compact photochemical for a distributed 

production of fertilizers. From ref [63] 
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The module is characterized by one section for N2 capture from air and a photovoltaic 

module to drive the reaction. The anode holds an electrocatalyst for N2 oxidation 

(NOR) and the cathodic part has an electrocatalyst for N2 reduction to ammonia.  A 

wide variety of catalyst has been developed but the most promising candidate are 

defects rich TiO2, g-C3N4, and Bi-based catalysts. In fact, defective sites (as oxygen 

vacancies, heteroatoms, etc.) can increase the light absorption, the change separation 

or weak the triple bond by retro-donation in anti-bonding orbitals of N2.  Some 

examples are reported in table 1.4. 

 

Nevertheless, the present rate of NH3 synthesis is still considerably below the desired 

level (a solar-to-chemical conversion efficiency of 10%), but usually production is 

in the range from µmol⋅L–1 to mmol⋅L–1 [98].  

Table 1.4 List of common catalysts for N2 fixation by photocatalysis  

Catalyst Conditions Productivity Reference 

WS2@TiO2 

nanoporous film 

Area: 4cm2 

Electrolyte: H2O + 

Na2SO3 

light source:  simulated 

sunlight 

1390 

μmol⋅gcat–1h–1 
[101] 

Cu doped TiO2 

Catalyst weight: 20 mg 

Electrolyte: water 

Light source: 300 W 

Xe lamp 

78.9 

μmol⋅gcat–1h–1 
[102] 

Defective TiO2  

nanobamboo 

arrays 

Area: 4cm2 

Electrolyte: water 

Light source: 300 W 

Xe lamp 

178 μmol⋅gcat–

1h–1 
[103] 
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Oxygen vacancy 

rich Bi5O7Br 

nanotubes 

Catalyst weight: 25 mg 

Electrolyte: water 

Light source: 300 W 

Xe lamp 

1380 

μmol⋅gcat–1h–1 
[104] 

Oxygen vacancy 

rich Bi3O4Br 

Nanosheets 

Catalyst weight: 50 mg 

Electrolyte: water 

Light source: 300 W 

Xe lamp 

50.8  

μmol⋅gcat–1h–1 
[105] 

Bi5O7I 

Nanosheets 

Catalyst weight: 5 mg 

Electrolyte: water 

Light source: 300 W 

Xe lamp 

2230  

μmol⋅gcat–1h–1 
[106] 

Nitrogen 

vacancy g-C3N4 

induced 

Catalyst weight: 50 mg 

Electrolyte: water and 

methanol 

Light source: 300 W 

Xe lamp 

1240  

μmol⋅gcat–1h–1 
[107] 

S-doped g-C3N4 

nanosheets with 

carbon vacancies 

Catalyst weight: 20 mg 

Electrolyte: water and 

methanol 

Light source: 500 W 

Xe lamp 

5990 

µmol⋅L–1⋅gcat –

1 ⋅h–1 

[108] 

g-C3N4/40 wt% 

Fe2O3 

Catalyst weight: 50 mg 

Electrolyte: water and 

methanol 

Light source: 300 W 

Xe lamp 

4380 

µmol⋅L–1⋅gcat –

1 ⋅h–1 

[109] 
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Photochemical and photoelectrochemical conversion of CO2 is another fascinating 

synthetic route because it allows to close the carbon cycle by production of carbon 

fuels (called e-fuels) ready to be introduced into the current energy infrastructure. 

They include carbon monoxide (CO) and formate (HCOO-) that are produced with 

high faradic efficiencies, but additional chemicals are methanol (CH3OH), ethylene 

(C2H4), and other C2+ products, especially alcohols, hydrocarbons, and acids [81]. 

Among them formate has a big potential because is a base chemical for several 

applications and industrial products [110] but also it is a low cost H2 carrier, with a 

volumetric H2 storage capacity of 53 gH2 L
-1 [111]. 

 Many works were published about this topic with energy efficiency around 10%, 

but mostly involved critical raw materials. For example, a high 10% energy-

conversion was measured by Zhou et al.[112] using a costly InGaP/GaAs. Iridium 

often is used as electrode, as in the work of Piao teams, reporting an overall solar 

conversion efficiency of about 8.5% but using IrO2 and Cl-based promoter that 

increase safety issue about Cl2 formation[113]. A scale up beyond lab-scale was 

reported by Kato teams, which using a Si-based photovoltaic cell with 1m2 of active 

electrodes area reach a conversion of 10.5% but again costly materials (IrO2 and 

molecular Ru-complex) were involved[114]. Conversely, a 10.1% formate efficiency 

(when combined with H2) was obtained by Ampelli et al. [115] using only earth-

abundant and non-critical raw materials, consisting in Cu–S and Ni–Fe–Zn oxide 

supported on gas-diffusion layer for electrochemical cell (EC), integrated with a low-

cost Si-based photovoltaic module (PV). In addition, even if the H2 productivity is 

quite low (2 g h-1 m-2) is one of first work demonstrating the feasibility of a 

continuous production of H2 (24 h) by a PV-EC device  . 

 

Plasma  

Plasma is usually described as the ‘fourth state of matter’ or the state of an ionized 

gas. Man-made plasma can be classified into (i) fusion plasma, when the gas is 

almost completely ionized and it is in thermonuclear plasma systems or into (ii) 



 

39 
 

warm plasma, when the gas is not completely ionized, and it is the focus of currently 

research in chemistry. In fact, the main advantage is the fact that the gas is close to 

room temperature while the gas electrons are extremely energetic (~ 1 eV or 10000 

K) [116].  

Plasma is a technology extremely suitable for carbon-free future [34,117]: 

Since the non-thermal plasma is a reactive chemical mixture, it can activate gas at 

room temperature, even thermal stable gases such as CO2. 

There is no need to heat the gas or reactor because the plasma is initiated and 

sustained by the high-energy electrons, applying the electromagnetic field. This 

makes plasma a very flexible technology because it can be easily and instantaneously 

switched on and off, as the plasma stabilization time is less than 30 minutes.  

Power consumption can easily be modulated. This results in suitable technology for 

the irregular supply of renewable electricity (e.g., from wind turbines or solar 

panels), because by storing electricity in a desirable chemical form, it can make up 

for the fluctuating imbalance between energy supply and market demand.  

Plasma reactor can be easily scaled up due to their low cost because they do not use 

rare earth elements or critical raw materials.  

Plasma technology can use electricity from different energy sources. On one hand, 

this could be a limitation for the energy efficiency, but on other hand it makes plasma 

technology more flexible, as it can be operated 24/7, even when other renewable 

sources are not available (e.g., when the sun is not shining, or it is not a windy day).    

At present, plasma processes have only had a little impact on chemistry. The majority 

of uses are in the fields of lighting (discharge lamps) or ozone creation, as well as 

material modification (cutting, welding, and surface modification) [70,118,119]. 

Processes using plasma as a catalyst are another promising technology. To bring 

plasma-catalysis technology for chemical synthesis to a commercial level, it is still 

important to address issues with energy efficiency, selectivity control, productivity, 

and reactor scale-up [63]. However, there are some specialized areas where plasma-
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catalysis looks to be one of the potential routes for commercial implementation, for 

example the direct synthesis of fertilizers from the air [120,121]. An exhaustive 

description about plasma technology will be provided in chapter 3.  

 

In conclusion, the NZE objectives in a high-tech future scenario show a number of 

problems for catalysis in the short-, medium-, and long-term timescales.  

In the next years the most feasible solution is the re-design classical thermal reactor 

for a complete electric heating. This includes more efforts to exploit the effect of 

defined temperature gradients inside the reactor and immediate dynamic temperature 

control.   

In the middle-term electrochemistry should be developed enough for a competitive 

value chain for chemical production and energy vectors. More efforts must be done 

in order to achieve high performances, not only in terms of conversion but also 

selectivity in order to abate cost and make these technologies cost competitive with 

fossil fuel-based processes. 

In long-term, the focus should be addresses to photochemistry and plasma 

technologies. In artificial-like leaf solutions, the ability to operate without a separate 

unit to capture or purify reagents (such as N2 or CO2) is one of the many integrated 

functions of these devices to make the most of the potential of solar irradiation. 

Additional renewable sources, on the other hand, could provide electricity for plasma 

technologies, as it can make up for the fluctuating imbalance between energy supply 

and market demand. These tools are essential for realizing distributed manufacturing 

and overcoming the many drawbacks of the present centralized production paradigm. 
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2 

ELECTROCATALYTIC HYDROGENATION 

OF OXALIC ACID 

State of art and TiO2 nanotubes as electrocatalysts 

2.1 Introduction 

As described in chapter 1, electrochemical technologies are a promising solution to 

replace, in a mid-term scenario, the traditional synthetic routes based on fossil fuel 

use [1]. It is crucial to note that electrochemical processes are among the most 

suitable alternatives for reducing reliance on fossil fuels.  

Along with the indirect use of renewable energies, electrochemical processes offer 

an innovative way to decrease greenhouse gas emissions while maintaining 

competitiveness and appeal through significant cost savings and improved 

efficiency. Electrochemistry offers also a considerable advantage in producing redox 

agents in situ (H+/e-, *OOH, *OH, *O, H2O2), which eliminates the need for costly 

and challenging separation and storage processes. Furthermore, electrochemical 

reactions allow for control over several reaction parameters, such as applied 

potential, current, or temperature. Additionally, the viability of this technology is due 

to its compact electrolysis cells and modular design, which allows for on-demand 

use, making it suitable for small and large-scale applications. Its compact size and 

modularity also facilitate ease of use and configuration [2–4].  

However, achieving high performance with regard to electrocatalyst stability and 

deactivation remains a challenge. Furthermore, the utilization of rare-earth elements 

and critical raw materials (CRM) and their associated costs pose additional barriers 

to developing a process that is fully competitive with nonrenewable sources [5,6]. In 

any case, these limitations could be overcome in the coming decades through the use 

of improved electrocatalysts. Within the context of a circular economy, 

electrocatalytic CO2 reduction plays a key role as it combines process intensification, 
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recycling of waste CO2, and the incorporation of renewable sources into the 

production chain, primary goals  to establish a fossil-free chemical industry [6–8].   

C1 products, derived through CO2 reduction (CO, CH3OH, formic acid) have limited 

economic value, but they facilitate the manufacturing of C2 and C3 fuels and 

chemicals. This generates new and attractive industrial prospects. Therefore, C1 

products can be considered the starting point for implementing electrocatalytic CO2 

utilization techniques [5-10]. Nonetheless, the range of commodities obtainable 

through direct electrocatalytic CO2 reduction is significantly limited (mainly ethanol,  

ethylene, and acetic acid/acetate) [9–13].  

A process using oxalic acid (OX) as the initial reactant, generates a new value chain 

as an option to direct reduction. As shown in figure 2.1 OX can be produced through 

direct reductive dimerization of CO2 or through of formic acid (or K-formate) by 

electrocatalytic synthesis or thermal conversion, followed by the electrocatalytic 

reduction of OX. In this way, the European project OCEAN (Oxalic acid from CO2 

using electrochemistry at demonstration scale, grant agreement ID: 767798 ) aims to 

establish a new value chain for producing C2 chemicals from CO2 at a demo scale 

(figure 2.1). 
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2.2 Hydrogenation of oxalates 

Nowadays, oxalic acid serves mainly as a bleaching agent due to its ability to 

sequester metal ions, and as a preservative for agricultural products[14]. It is also 

being considered as a solid CO2 storage solution to prevent the transport of carbon 

dioxide via conduits in a liquid or supercritical state[15]. Furthermore, its structural 

integrity has led to extensive use as a chemical reagent. The presence of two carboxyl 

groups confers chelating properties, enabling key reactive sites for interactions in 

Figure 2.1 Schematic and simplified representation of the OCEAN project 

and reactions involved. 
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both heterogeneous and homogeneous catalysis, making it an essential means of 

strategic interaction with various substances.  

 

2.2.1 Catalytic hydrogenation 

In conventional hydrogenation methods, the hydrogen source can be molecular 

hydrogen or derived from reducing agents, such as sodium boron hydride (NaBH4) 

or lithium aluminum hydride (LiAlH4). While most hydrogenation reactions are 

thermodynamically favored, their kinetics are slow, and a homogeneous or 

heterogeneous catalyst is necessary. However, direct hydrogenation of oxalic acid is 

not a widely studied reaction. Takeda et al. [16] developed Re-Pd/SiO2 catalysts to 

transform succinic acid and other dicarboxylic acids into their respective diols in a 

heterogeneous phase. Meanwhile, J Santos et al. [17] synthesized a Ru/activated 

carbon catalyst that selectively converts oxalic acid to ethylene glycol and glycolic 

acid, achieving a 87.33% selectivity for glycolic acid and over 90% conversion. B. 

Grømer and colleagues [18] investigated homogeneous-phase catalysts that employ 

Iridium PNNP complexes that are sterically bulky, along with Lewis acids, to aid in 

reducing dicarboxylic acids, like oxalate.  

As a greener alternative to ethylene oxide hydration, there is a growing interest in 

using oxalic acid ester reduction, specifically Dimethyl Oxalate (DMO), for 

producing Ethylene Glycol (EG). DMO has the advantage of being producible from 

syngas, which can be obtained through a range of environmentally friendly or low-

emission techniques that utilize non-fossil carbon sources such as biomass followed 

by coupling carbon monoxide with methanol, to obtain DMO. The catalytic 

hydrogenation of DMO in the vapor phase results in the production of methyl 

glycolate (MG), ethylene glycol (EG) or ethanol (scheme 2.1).   
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The EG process involves two steps: an initial reduction of DMO to MG followed by 

hydrogenation to EG. An interesting aspect of this process is that the methanol 

produced during hydrogenation can be reused in the DMO synthesis process[19,20].  

In homogeneous catalytic systems, Ag[21] and Ru[22–24] based complexes have 

been utilized, but the most favorable outcomes have arisen from employing a 

homogeneous catalyst synthesized with Ru(acac)3 and MeC(CH2PPh2)3 as the 

tridentate ligand. This particular catalyst operates under less severe conditions, and 

the coordination of Ru with the tridentate ligand is crucial in maintaining high 

catalytic activity, resulting in a yield of 95%. However, homogeneous catalysis still 

faces several challenges, including a high cost of the noble metal catalyst, difficulty 

separating the catalyst in the homogeneous phase, challenges in synthesizing the 

catalytic system on an industrial scale, and the requirement of high H2 pressures. 

Conversely, these issues do not affect heterogeneous-phase catalysts, which are 

typically composed of metal distributed on a porous substrate, such as activated 

carbon, alumina, or silica-alumina. This configuration increases the metal's surface 

area and enhances the catalyst's efficacy. As a result, there are various publications 

in the literature on reducing oxalates through heterogeneous catalysis.  

One of the most commonly employed industrially heterogeneous catalysts for 

reducing DMO to EG in the vapor phase is a Cu/SiO2 catalyst [25,26]. In fact, Cu 

selectively hydrogenates the C-O bond without affecting the C-C bond, producing 

Scheme 2.1 Catalytic process for the reduction of DMO 
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higher yields, and operating under milder conditions. Furthermore, copper's wide 

availability and low cost facilitate its utilization on an industrial scale[26]. Several 

studies have demonstrated that copper on the catalyst surface exists in the forms of 

Cu0 and Cu+. Cu atoms adsorb hydrogen molecules in a dissociative way, while Cu 

atoms stabilize methoxyl and acyl groups from activated DMO molecules[26–28]. 

The two species tend to have an optimal ratio of unity, while the ideal loading of Cu 

on the SiO support is 20%[29].  

However, the catalyst's industrial application is restricted by its instability under 

reaction conditions. Deactivation of the catalyst occurs due to two main factors: 

sintering of copper particles, which reduces the active surface area, and a valence 

change in Cu+ atoms caused by the redox reaction with the reactants, impacting the 

synergistic effect between Cu0 and Cu+[30]. To solve this issue, one can modify the 

catalyst's properties by incorporating trace amounts of metals that act as promoters. 

For instance, Zhu et al. [31] synthesized Cu-Ni/SiO2 catalysts, demonstrating that 

the addition of Ni to the catalyst stabilized it against copper deactivation caused by 

Ni-O species formation. The reaction was conducted at a pressure of 3.0 MPa and a 

temperature ranging between 210-230°C. Instead, He et al.[27] achieved better 

dispersion of active phase particles and reduced sintering tendency by optimizing the 

ratio of copper to boron, used as a dopant. Wang et al. [32] developed a Cu/ZrO2-

SiO2 catalyst to enhance support proprieties, combining the high thermal stability 

and catalytic properties of ZrO2 with the high surface area of SiO2. The catalyst's 

characterization revealed that ZrO2 improves copper dispersion and optimizes the 

Cu+/Cu0 ratio. Additionally, electron transfer between Zr and Cu improves copper 

anchorage on the support and increases the stability and lifetime of the catalyst. 

Nevertheless, ethylene glycol (EG) is not the sole product of the catalytic 

hydrogenation of DMO. The selectivity of the process can be adjusted towards other 

products, including methyl glycolate or ethanol, by modifying the catalyst and 

reaction conditions [26].  
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MG is a valuable organic solvent, playing a crucial role as an intermediate in the 

synthesis of various fine chemicals due to the presence of both carboxylic and 

alcoholic groups. Currently, MG is synthesized by catalyzing a coupling reaction 

between formaldehyde and methyl formate using different acid catalysts. However, 

this process is challenging to replicate on an industrial scale due to low yields and 

significant environmental pollution [33,34]. Catalytic hydrogenation of DMO in the 

gas phase is a synthesis method with the advantage of being cheaper and more eco-

friendly. However, the catalyst that facilitates the catalytic hydrogenation of DMO 

to EG (Cu/SiO2) is not applicable in this case. This is because the thermodynamic 

equilibrium constant of MG to EG hydrogenation is two orders of magnitude 

stronger than that of hydrogenation of DMO to MG, leading poor MG selectivity at 

high temperatures or low DMO conversion at low temperatures [26]. Nevertheless, 

the utilization of a catalyst featuring less prominent hydrogenation properties along 

with milder reaction circumstances enables the incomplete hydrogenation of DMO 

while concurrently increasing selectivity toward MG. Huang et al. [34] enhanced 

MG yields in partial hydrogenation of DMO by modifying the Cu/SiO2 catalyst with 

Na2SiO3. The experiments revealed that hydrolysis of Na2SiO3 releases SiO4
- ions 

capable of integrating into copper phyllosilicates. These silicates not only minimize 

the quantity of Cu0 on the catalytic surface, thus reducing the amount of adsorbed 

H2, but also increase the percentage of mesopores, promoting quick MG diffusion. 

The catalyst Cu/SiO2 containing 0.5 wt of Na2SiO3 demonstrated an 83% yield of 

MG and a 99.8% selectivity towards MG. Additionally, altering the substrate's nature 

has enhanced the efficiency of multiple copper-based catalysts, including activated 

carbon[35], reduced graphene oxide[36], hydroxyapatite [37], ZrO2-SiO2[32] and 

MgO[38].  

Another compound that can be obtained through catalytic hydrogenation of DMO is 

ethanol. Varying the catalyst and adjusting the reaction conditions can increase 

selectivity towards ethanol. This compound is typically produced via the alcoholic 
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fermentation of agricultural raw materials using microorganisms of the genus 

Saccharomyces or through the hydration of ethylene on solid acid catalysts. Both 

methods of synthesis have disadvantages. The former involves a costly and time-

consuming biological process, whereas the latter is reliant on oil [39,40]. On the 

other side for two primary reasons, the DMO hydrogenation pathway presents 

significant challenges. Firstly, a considerable amount of alcoholic byproducts may 

be produced simultaneously. Secondly, the catalysts exhibit poor stability at 

significantly higher temperatures (270-300 °C). In fact, the catalysts utilized for this 

reaction closely resemble those employed in EG synthesis but typically possess 

greater surface acidity (e.g., via Al or B doping) and require stricter reduction 

conditions.  

Gong and colleagues [41] demonstrated that manipulating the reaction temperature 

can augment the selectivity and yield of ethanol using an identical catalyst used for 

the reduction of DMO to EG (Cu/SiO2 with 20% wt Cu). EG can be obtained at 473 

K and ethanol can be obtained at a temperature above 553 K to achieve superior 

hydrogenation. The findings indicate that the catalyst remains stable after 200 hours 

of operation at 553 K with 100% DMO conversion and 80% selectivity towards 

ethanol production. However, an issue that arises with this catalyst is the loss of silica 

due to methanol, which diminishes the support's surface area, leading to copper 

particle agglomeration and lower-quality ethanol production [42]. Ai et al. 

[43]therefore studied the Cu/B-CNTs catalyst, in which copper is supported on 

carbon nanotubes doped with boron atoms. The incorporation of boron into the 

carbon nanotube structure results in defects that enhance the anchoring of copper 

particles, ultimately leading to better dispersion[44]. Additionally, the boron atoms 

serve as acidic sites that catalyze dehydration of hydroxyl groups, which increases 

copper's ability to hydrogenate unsaturated intermediates during the ethanol 

process[45]. 
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2.2.2 Electrocatalytic hydrogenation  

Electrocatalytic hydrogenation is conducted under less drastic temperature and 

pressure conditions than catalytic hydrogenation, and thus has the advantage of being 

both cheaper and less polluting due to its limited energy consumption[9]. This 

process combines a low carbon footprint from renewable energy and recovered CO2 

with strong industrial potential for high-value products and low-cost feed, making it 

economically viable and environmentally sustainable. Compared to conventional 

hydrogenation utilizing heterogeneous catalysts, electrocatalytic reduction of OX 

has the advantages of bypassing a separate H2 generation step, directly utilizing 

renewable energy sources, and evading energy losses resulting from pressure 

operation at high temperatures [46–49].  

Among the possible products, glyoxylic acid (GO) and glycolic acid (GC) are of 

particular interest as high-value compounds with promising market potential. The 

process is carried out by gaining two electrons from water oxidation at each step 

(scheme 2.2) while applying a potential equal to or greater than -0.8 V vs. RHE [49–

51]. 

 

The half-reactions occurring at the electrodes, with corresponding potentials, are as 

follows: 

cathode: 

(COOH)2  +  4H+  +  4 e- → HOOC-CH2OH  +  H2O 

+0.13 V 

vs RHE 
(1) 

Scheme 2.2 Simplified reduction scheme of oxalic acid into glyoxylic acid 

(GO)and glycolic acid (GC) 
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anode: 

 2H2O → 4H+ +  4 e-  + O2 

+1.23 V 

vs RHE 
(2) 

Therefore, the overall reaction is: 

(COOH)2 + H2O → HOOC-CH2OH + O2 + 1.1 V vs RHE (3) 

The interest in this reaction lies not only in its innovative low-emission process but 

also in the economic market of products.  

GC, the smallest of the α-hydroxy acids, thanks to its carboxylic group and an alcohol 

function finds extensive use in various industries. Specifically, it is utilized as a 

whitening and tanning agent in the textile industry, as a flavoring in the food industry, 

in pharmacology as principal component of skin-care products and as a monomer for 

the synthesis of polyglycolic acid (PGA), a biodegradable and thermoplastic polymer 

used as a suture material because it can be obtained in the form of a strong, 

biocompatible fiber, or poly(lactic-co-glycolic) acid (PLGA), a biodegradable and 

biocompatible copolymer used within the polymers industry for creating therapeutic 

devices [46,49,52–54]. Pharmaceuticals, agrochemicals, and other components used 

in food, personal care, and cosmetics are all produced with glyoxylic acid (GO). The 

markets for these OX derivates are envisioned to surpass one billion US dollars by 

2025. Additionally, the existing market value for GO and GC is approximately 4.000 

$ ton-1 and 2.000 $ ton-1, respectively. This is up to 2-3 times higher than the standard 

for petrochemical intermediates. They are industrially produced through 

sophisticated multistep processes. In 1939, DuPont developed a process that uses 

sulfuric acid as a catalyst to react formaldehyde, water, and an excess of carbon 

monoxide at 5 atm at temperatures ranging from 140°C to 225°C.  Glycolic acid is 

currently produced either by hydrative carbonylation of formaldehyde under 

extremely harsh conditions or by chlorination of acetic acid followed by hydrolysis 

of the resulting chloroacetic acid in the presence of sodium hydroxide. An alternative 

is to use bio-based feedstocks and catalytic or enzymatic processes. Examples 

include ethylene glycol-oxidizing microorganisms or enzymatic synthesis by 
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reacting glyconitrile with a biocatalyst with nitrilase activity, but these methods are 

still under development at the laboratory scale[55–58]. Because GO is created via 

selective catalytic oxidation of GC, its commercial value is approximately double 

that of GC.  

The electrocatalytic pathway of OX combines several benefits, including potential 

cost savings, reduced carbon footprint, process simplification (via step reduction and 

integration), use of environmentally friendly industrial operations, substitution of 

fossil fuels as raw materials, and use of renewable energy sources for the process. 

Previous research on the electrocatalytic reduction of OX utilized a lead cathode, 

which has serious issues with deactivation and toxic effects on the environment and 

humans [59–61]. Conversely, alternative TiO2 cathode materials, which are more 

sustainable and exhibit greater selectivity to GC or GO, present a viable solution for 

these challenges[49,50].  

Electrocatalytic hydrogenation of organic substrates is typically realized using metal 

electrodes or metal nanoparticles supported on a conductive substrate. However, 

there are extremely few examples of effective electrodes based solely on a metal 

oxide layer. Furthermore, their development is critical both from a physicochemical 

point of view to elucidate the nature of effective metal-oxide electrocatalysts for 

selective hydrogenation, and from an application point of view to avoid the inherent 

risk of metal leaching during the production of monomers for polymerization or other 

selective hydrogenations (e.g. for food components), which is crucial for industrial 

progress. Therefore, pure metal oxide electrodes for selective electrocatalytic 

hydrogenation are an important industrial goal[62,63]. Thus, nanostructured TiO2 

shows potential as a cathode material for OX electrocatalytic reduction. However, 

the available literature provides limited data and contrasting indications regarding 

the specific role of titania and the optimal method to improve electrocatalytic 

performances. 

 Zhao et al.[50] proposed for the first time the use of TiO2 as cathodic material for 

selective OX hydrogenation, using a roughened TiO2 film electrode generated by 
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anodic oxidation. They tested the performance of the electrodes in a batch-type 

undivided electrochemical cell at high voltages (2.9-3.4 V). Despite changes in 

conditions and electrocatalytic reactor type, they found GO formation rather than GC 

formation, with a maximum yield of about 57% after 8 h at 3.3 V. When a polished 

Ti electrode was used instead of a roughened TiO2 film electrode, the yield decreased 

significantly. The latter suggests that titania-specific properties most likely govern 

the electrocatalytic behavior in OX reduction. These results are in contrast with 

Masaaki et al., who used a porous anatase TiO2 formed directly on a Ti mesh as the 

cathode but combined it with an expensive IrO2-based anode. GC was synthesized 

with 50% selectivity, while GO was produced in trace amounts. At the optimal 

applied voltage of 2.4 V, the OX conversion was also low (15%). Furthermore, the 

catalyst was deactivated within one hour. Conversely De Luca et al. [64] 

demonstrated that a composite electrode based on graphite-C3N4 decorated TiO2 

nanotubes can achieve GC selectivities of up to 76%, while virgin TiO2 nanotubes 

are only about 34% selective. The result seems to be related to the change in the 

electronic structure of TiO2 caused by the heterojunction with g-C3N4[65].  

Therefore, while various nanostructures can produce a TiO2 cathode, a preferred 

option is a TiO2 film composed of well-ordered and vertically aligned TiO2 

nanotubes (NTs)  is preferred [66–68]. This is due to the numerous advantages NTs 

offer [69]. In fact, due to its vertical orientation and internal size in the range of 50-

100 nm, this nanostructure allows a good access to the inner region of the nanotube. 

In addition, NTs induce a higher electrical conductivity compared to a thin titania 

layer of the same thickness. Thus, as a result of the compact TiO2 and their elevated 

surface-to-volume ratios, a highly active (accessible) surface (a three-dimensional 

(3D)-like electrode) can be created. This was confirmed by Farkhondehfal et al. 

work[69], highlighting better performances of NTs  than titania nanoflame structures 

and nanopowders. Xu et al.[70] remarked the role of high surface area mesoporous 

TiO2 to maximize selectivity to GC, while GO is largely produced on low surface 

area TiO2. According to Eguchi et al. [71], the most exposed facets of TiO2 
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nanoparticles determine the selectivity, while Im et al. [72] showed that the length of 

the NTs influences the GC selectivity.  

Furthermore , TiO2 NTs have a range of applications in electrochemistry, as well as 

in various energy-related fields like batteries, dye-sensitized solar cells (DSSCs) 

[73–76],  sustainable hydrogen[77,78] and biodiesel production[79] and  waste 

pollution treatments[80].  As a result, the study presented in chapter 3 may have 

relevance for all the field of innovative energy materials using titania electrodes. 

2.3 TiO2 synthesis  

TiO2 NTs are intriguing due to their size-dependent characteristics and high surface-

to-volume ratios. TiO2 nanotubes have undergone extensive research with multiple 

synthesis methods (figure 2.2) including deposition into a nanoporous alumina 

template, sol–gel, hydrothermal processes and anodic oxidation. 

By using tubular-like structures as templates for the construction of tube pillars, 

titanium dioxide nanotubes are generated in vertically aligned structures on a thin 

film material using the template-assisted approach, usually anodic aluminum oxide 

(AAO)[81,82]. However, the process in quite complicated and the tubular structure 

could be damaged during the synthesis.  

Until completion of the TiO2 nanotube fabrication process, the sol-gel technique is 

typically utilized together with another procedure, such as the hydrothermal or 

template-assisted method [83,84]. 

Figure 2.2 Chronology of the various methods of nanotube synthesis  
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Conversely, thanks to their simplicity, affordability, and versatility, hydrothermal 

treatment and electrochemical anodic oxidation are two of the most popular 

manufacturing techniques. 

Hydrothermal synthesis involves combining titanium dioxide powder with a highly 

concentrated sodium hydroxide solution (10-11 M) and heating the resulting mixture 

at elevated temperatures (e.g., 100-130°C) for 24 hours in a Teflon-coated stainless-

steel autoclave. This widely-used method is valued for its simple setup, excellent 

reactivity, and utilization of non-toxic reagents[85]. Nonetheless, the thermal 

synthesis in autoclave necessitates high temperature and pressure, and the prolonged 

synthesis time is an additional limitation. Furthermore, the nanotubes are randomly 

arranged and may combine with other nanostructures, such as nanofibers and 

nanopowders [86].  

Of all the methods for producing nanotubes, the anodization process is the most 

effective technique for developing well-organized TiO2 nanotube arrays. Although 

the process requires a solution containing fluoride ions and a more sophisticated 

setup, it is a simple, effective and very fast synthesis method. The direct contact 

between the titanium foil and the oxide layer further boosts mechanical stability, and 

the structural features of the tubes can be readily controlled. 

2.3.1 TiO2 NTs growth mechanism: field assisted dissolution theory (FAD) 

The growth of nanotubes takes place through the simultaneous action of (i) 

Electrochemical oxidation of Ti to TiO2 (eq. 3) and chemical dissolution of TiO2 by 

F ions (eq 4), facilitated by the applied electric field [87] .  

Ti + 2H2O → TiO2 + 4H+ (4) 

TiO2 + 6F- + 4H+ 
→ [TiF6]

2- + 2H2O (5) 

However, the mechanism by which TiNT synthesis occurs is divided into several 

steps and can be monitored by recording the anodization curve, which shows how 

the current (at constant potential) varies over time[88–90] (figure 2.3 a-b). 
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I. Formation of a dense oxide layer on titanium foils and its effect on pore 

nucleation: When voltage is applied, the current reading drops abruptly, 

indicating the development of a non-conductive oxidic layer. The current 

subsequently declines at a slower pace. Pore nucleation begins as the 

current rate shifts and continues until the minimum current level (Imin) is 

reached. 

II. Pores generation: The newly formed oxide layer undergoes chemical 

attack by the F- anion, resulting in the formation of small, closely spaced, 

and irregularly arranged pores. The dissolution of the oxide is 

accompanied by an increase in current during this phase. As the oxide 

layer thins, the electric field strength, TiO2 dissolution rate, and H+ ion 

concentration at the bottom of the pores all increase.  

III. Pore evolution: Gradually, the fluorine ions dissolve the walls of the small 

pores under the influence of the electric field. This process leads to the 

creation of larger diameter pores and a peak current is recorded (Imax). 

IV. Nanotubes growth: Because of the imbalance between the oxidation (eq. 

4) and dissolution (eq. 5) phases, the measured current gradually drops. 

Figure 2.3 TiNT growth mechanism. Traditional anodization curve (a) and 

illustration of different steps (b) involved in the mechanism steps and Internal 

geometry of TiO2 NTs. Revisited from ref. [91] and [94] 
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V. Debris formation: nanotubes growth is finished when the rate of two 

reaction reach equilibrium and current remain constant. However, Due to 

the irregular accumulation of oxide particles (debris) on the top surface 

of the organized array of nanotubes, the current may either remain 

constant or gradually decrease. 

The resulting titanium nanotubes exhibit high perpendicular alignment to the surface 

of the Ti foil, but internal uniformity is lacking. The thickness decreases 

asymmetrically downwards, forming a V-shape configuration. Figure 2.3 c illustrates 

the compact outer oxide shell (OST) and inner oxide shell (IST) of each nanotube 

that contains elements of the electrolyte solution, along with a fluoride ion-enriched 

layer (FRL) situated at the bottom. The lower layer, which is responsible for the 

special internal geometry, is caused by the F- ions diffusing towards the bottom where 

the electric field strength is highest [91]. 

Anodic oxidation offers the advantage of regulating the NTs nanostructure through 

various physical parameters, such as potential, current, electrode distance, electrode 

shape, time, and chemical parameters, such as electrolyte composition, electrode 

material, and pH. These variables can modify the nanotubes' length, thickness, and 

diameter, along with their shape and porosity. To provide a comprehensive 

description of these parameters is beyond the scope of this paper and various 

literature reviews on the subject are referenced [90,92–94]. However, some of these 

parameters are briefly explained below: 

• The applied voltage results in an increase in both the diameter and length of 

the nanotubes. As the potential increases, both oxidation (eq. 4) and 

dissolution (eq. 5) are enhanced. This results in a thicker oxide layer and an 

increased rate of TiO2 dissolution by F- ions. This leads to an expansion of 

the pores that were originally formed for the creation of the nanotubes and a 

deeper excavation of the Ti foil [95–97].  
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• The diameter of the nanotubes is not significantly impacted by the 

anodization time. However, as the anodization time increases, the length of 

the nanotubes increases until the rates of the dissolution reaction equal that 

of oxidation. Prolonged anodization time may result in debris formation on 

the surface of the nanotubes [49,98]. 

• The electrolyte solution has a notable impact on the anodic oxidation process. 

The reaction can occur in aqueous or nonaqueous solutions, affecting the rate 

of diffusion of F- ions by viscosity and consequently, the rate of dissolution 

(eq. 5). Generally, the length of nanotubes increases as the dissolution rate 

decreases when using organic electrolytes like glycerol or ethylene glycol 

[98–100]. 

• Additionally, the rate of reactions involved in the growth of nanotubes is 

influenced by the pH of the electrolyte solution.  A higher pH promotes 

oxidation and retards oxide dissolution, consequently extending the time to 

achieve equilibrium of the two reactions. pH not only impacts the nanotubes' 

size, with their length enlarging in acidic pH , but also their morphology 

[92,98]. Ampelli et al. [101] treated two Ti foil with a 15 V charge in a 0.5 

wt% HF electrolyte solution - one at pH 4 and one at pH 0. Through FESEM, 

they observed the formation of nanotubes under pH 0 conditions and ribbon 

structures under pH 4 conditions. 

• The concentration of fluoride ions affects the dissolution process. When the 

F- concentration is less than 0.05% wt, the oxidation rate exceeds the 

dissolution rate resulting in the formation of only a dense oxide layer rather 

than nanotubes. Conversely, F- concentrations exceeding 1% wt encourage 

such a rapid dissolution rate that it impedes nanotube growth. Nanotube 

synthesis can occur only at intermediate concentrations when the rate of the 

two reactions is fast enough. However, within this range, longer nanotubes 

result from increasing the number of fluoride ions [102,103].  
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• Water is essential for nanotube growth in organic solutions as it promotes the 

formation of interconnections between nanotube walls. Water facilitates the 

predominance of chemical dissolution over oxide growth between nanotubes, 

causing the formation of a fluoride ion-rich layer that creates irregularities on 

the nanotube walls. However, the appropriate quantity of water for this 

process depends on the concentration of fluoride ions. For instance, NTs 

lengthens with increasing water amounts up to 2 v/v% for F- concentrations 

of up to 0.03 wt% [104,105].  

2.3.2 Rapid breakdown anodization (RBA) TiO2 NTs growth mechanism  

The rapid breakdown anodization (RBA) is typically used to produce nanotubes with 

a porous structure [93,106]. However, the resulting nanotubes are often damaged, 

with holes in the walls and partially broken, reducing the applications which are 

limited to the use of TiNT powders [107–110].  

As previously described, modifying the morphology of TiO2 NTs can be achieved by 

changing the applied potential. The growth rate of NTs increases with the applied 

potential [111] due to the higher rate of oxidation and dissolution reactions [101], 

resulting in longer NTs and greater tube diameters [95,96,101,111]. However, a 

deviation occurs at high voltages due to the breakdown effect. Rapid breakdown 

anodization (RBA) occurs due to the incorporation of anion impurities, typically OH- 

[112], at the interface of the metal-oxide layer [113–115]. These impurity centers 

become preferential electron injection sites because they can be ionized, releasing 

electrons into the oxide conduction band [116]. The electric field induces electron 

acceleration, producing electron avalanches through an impact ionization 

mechanism, leading to the formation of holes on the tube walls [112,117]. 

Additionally, a faster growth rate of NTs is observed during RBA [93,106]. 

 

The I vs t curves show that the anodizing total current is the result of two 

contributions [118,119]: i) ionic current due to the migration of Ti4+ and O2-, which 
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is correlated to the oxide growth in the first stage of anodization. The current 

decreases until the oxide reaches the critical thickness; ii) The electronic current is 

correlated to the oxygen release and increases exponentially due to the impurity 

center's electron multiplication process [116] [134]. This leads to a continuous rise 

[113,120,121] and fluctuation [116,118,122] of the current in the I vs t curve.  

However, the potential for critical breakdown depends on various parameters, 

including the electrolyte solution's composition, the electrolyte temperature, and the 

electrode surface condition. Alijani et al. [123] produced NTs through anodization in 

22-hour aged electrolytes, which contained ethylene glycol as a solvent, 0.176 M 

NH4F, and 1.5 vol% H2O.The anodization times and applied potential were changed 

with the aim to investigate the initial breakdown occurrence, observing it at 80 V in 

1h or at higher potential in shorter times. 

In a study by Yang et al. [120], using ethylene glycol as an electrolyte containing 2% 

water, it was observed that the critical breakdown voltage decreases as the NH4F 

concentration increases. Specifically, the breakdown condition was observed at 60 V 

or 90 V with 0.5% or 0.2% NH4F, respectively. Albu et al. [105] used ethylene glycol 

with the addition of 0.1 M NH4F and 1 M H2O to obtain NTs.  They observed a linear 

increase in growth rate with the applied potential up to 50 V, but a deviation occurred 

at higher potentials (>60 V) due to RBA. 

The porous morphology of the NTs can be attributed to the release of oxygen during 

anodization.  In their study of the growth of pores in porous anodic alumina (PAA), 

Garcia-Vergara et al. [124]  used a tungsten tracer layer incorporated into the anodic 

film and proposed a new mechanism based on the viscous flow of oxide film from 

the oxide barrier layer beneath the porous layer to the wall regions due to the 

plasticity of the alumina.  Zhu et al. [125] discussed the formation processes of PAA,  

suggesting that the nanopores are formed due to the evolution of oxygen inside the 

oxide. 
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The evolution of oxygen at the anode is a side reaction: 

Oxygen evolution is generally more significant in aqueous media, nevertheless it has 

also been observed in organic media containing relatively small amounts of water.  

The process during RBA that leads to porous TiO2 NTs is called oxygen bubble 

theory and it can be summarized into following steps (figure 2.4): 

1. Formation of a dense oxide layer: when a potential is applied to Ti foils, a 

dense layer of non-conducting oxide and anion-contaminated layer is formed, 

resulting in a sudden decrease of the measured current due to the growth of a 

compact non-conductive oxide layer. During this phase, the main 

contribution to the current is the ionic current, which decreases as the oxide 

layer grows to a minimum value corresponding to a critical oxide thickness. 

The maximum oxide thickness generally increases with the applied potential. 

The TiO2 layer forms rapidly at both the Electrolyte-Oxide (E-O) and Oxide-

Metal (O-M) interfaces. This is in contrast to the FAD theory, which states 

that the oxide only grows at the oxide-metal interface. The oxide layer at the 

E-O interface is inevitably contaminated by anion impurities from the 

electrolyte, resulting in an anion-contaminated layer. When the oxide reaches 

its critical thickness, the electronic current begins to rise due to the discharge 

2H2O → O2 + 4H+ + 4e- (6) 

Figure 2.4 Mechanism of Rapid breakdown anodization and oxygen bubble mold 

effect 
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of anionic electrons, and oxygen bubbles start to rise to the contaminated 

oxide-anion layer. 

2. Rupture of the oxide layer and pore formation: the formation of pores is 

caused by the rupture of the oxide layer due to the accumulation of oxygen 

bubbles below the anion-contaminated layer. This results in hemispherical 

bottoms and protrusions on the top compact layer due to the plasticity of the 

oxide. Once the oxygen pressure reaches a certain value, the oxide layer 

breaks down and pores are formed, allowing the electrolyte to enter.   

3. Nanotube growth: during the process of nanotube growth, a new oxide is 

formed at the base of the pores. However, the critical oxide thickness at the 

pore bottom remains unchanged. As a result, the newly formed oxide moves 

upward but flows around the bubbles due to the plasticity of the TiO2, which 

acts as a mold. This phenomenon is known as the oxygen bubble mold effect 

[126,127]. TiO2 NTs are formed with ribbed walls and cavities (as observed 

in a PAA-like morphology) instead of smooth walls, as indicated by 

references [94] and [127]. Due to the continuous increase in current for RBA 

[121], it is not possible to determine a maximum current value. 

2.3.2 TiO2 NTs crystalline phases  

The efficiency and selectivity of the electrocatalytic process depend on the 

crystalline phase of TiO2, which is altered by the temperature at which calcination 

takes place.  

Up to around 500°C, the main crystalline phase is anatase, which has a tetragonal 

crystalline system. In this system, the titanium atom is located at the vertices and 

center of the tetragonal cell and is coordinated in an octahedral manner by oxygen 

atoms (figure 2.5). There are four oxygen atoms on the diagonals of the bases and 

two at the vertices, although the bond angles are considerably greater than 90°.  

Between 550°C and 800°C, the most stable crystalline phase is rutile. Rutile is 

characterized by a tetragonal crystalline system, in which the titanium atom is 

coordinated in an octahedral way by oxygen atoms. The bond angles are less 
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distorted, but the impact of the oxygen atoms is still of a compact hexagonal type, 

even if distorted[128].  

The anatase phase exhibits better catalytic performance than rutile, including higher 

OX conversion, better selectivity, yield, and Faradic efficiency at GC. The difference 

in energy gap between the conduction band and the valence band of the two 

crystalline phases is the reason for this. Specifically, the conduction band of anatase 

is located approximately 0.2 V higher than that of rutile. The anatase conduction 

band allows for electrons to be placed at a higher potential than the reduction of H2, 

unlike rutile. This is because the conduction band in rutile is placed at a potential 

only slightly lower than that for H2 reduction, making the reaction difficult 

[129,130].  

 

 

Figure 2. 5 (a) Energy diagrams of the conduction band (grey) and valence band 

(black) for TiO2-anatase and TiO2-rutile. (b) Crystal structure of anatase and 

rutile. Based on ref. [110] and [111] 
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3 

Optimization of titania nanotube electrocatalysts for the selective 

hydrogenation of oxalic acid 

3.1 Aim of this chapter  

This chapter discusses the effects of different anodization parameters on the 

nanostructure of TiO2 nanotubes (NTs) and their impact on the electrocatalytic 

hydrogenation reaction of oxalic acid (OX). The chapter is divided into two sections. 

1. The first part mainly focuses on the study of how the aging of the anodizing 

solution affects the growth of nanotubes. In addition, the section discusses 

the effect of thermal pretreatment prior to anodization which follows the field 

assisted dissolution (FAD) theory. Subsequently, the performance of the 

catalyst obtained by hydrothermal synthesis will be compared. The testing 

results will be linearly correlated with the results obtained by characterization 

and discussed below to understand the chemical nature of the active species 

of the reaction.  

2. The second part focuses on the phenomenon of breakdown, which occurs at 

higher anodization potentials, and it leads to a different growth mechanism 

called rapid breakdown anodization (RBA). The chapter extensively 

discusses its role in NTs nanostructure and active area. The effect of two 

different anodization times and further electrochemical pretreatment will also 

be examined. Once again, a series of linear correlations between the 

characterization data and catalytic behavior provides additional information 

about selectivity in the process. 

 

This chapter is based on:  

 

Abramo, F. P. et al. Electrocatalytic production of glycolic acid via oxalic acid 

reduction on titania debris supported on a TiO2 nanotube array. J. Energy Chem. 16, 

(2021). 
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Pio Abramo, F. et al. Nanostructure-performance relationships in titania-only 

electrodes for the selective electrocatalytic hydrogenation of oxalic acid. J. Catal. 

429, 115277 (2023). 

Therefore, the goal of this chapter is to investigate the relationship between electrode 

nanostructure and performance in selective electrocatalytic hydrogenation. It is not 

intended to find the best electrocatalysts for this reaction, which usually involve 

critical raw material, or to maximize their utilization in connection to commercial 

applications.  

To achieve this goal, the strategy employed can be summarized as follows: 

- First, determine a set of NTs electrodes that have accurate control over 

macro-, micro-, and nanostructure features.  

- Then, explain how adjusting the preparation technique may influence these 

features. 

- Finally, examine the nanostructure of these Ti-only electrodes and their 

connections to electrocatalytic function, justifying their design in light of 

these connections and the variables affecting performance. 

3.2 Experimental  

With the exception of one sample prepared by hydrothermal synthesis using 

commercial TiO2 P25 Degussa as precursor, all TiO2 nanotubes were prepared by 

controlled anodic oxidation (AO) of titanium foils (Alpha Aesar). 

3.2.1 Anodic oxidation   

After a surface cleaning procedure, Ti foils (Alfa Aesar, diameter 35 mm, thickness 

0.025 mm, purity 99.96%) were used as a substrate for the preparation of 

electrocatalysts. The Ti foils were repeatedly cleaned in an ultrasonic bath for 10 

minutes using (i) distilled water, (ii) acetone, and (iii) isopropyl alcohol. Some Ti 

foils were subjected to thermal or electrochemical pretreatment.  
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The thermally treated Ti films (TiNT50-T; TiNT60-T) were calcined at 450°C for 30 

minutes in air.  

The electrochemically treated Ti foils (TiNT60-E) were obtained using a 1 M H2SO4 

solution at 20 V for two hours at 45°C in a two-electrode configuration cell with a 

glassy carbon cathode. 

The same procedure as described above was then used for anodizing. However, two 

reference electrocatalysts were also made using only the thermal pretreatment (Ti-T) 

and electrochemical treatment (Ti-E) of Ti foil, as previously described.  

Anodization was carried out at room temperature using a fresh or aged electrolyte 

solution. The solution consisted of deionized water (2% wt ), NH4F (0.3% wt; Sigma-

Aldrich, ≥ 98%), and ethylene glycol as solvent (Sigma-Aldrich, 99.8%) in a two-

electrode configuration cell with a glassy carbon cathode. The AO potential and AO 

time were adjusted to produce NTs with different lengths (50 V, 60 V; 15 min, 60 

min). The TiO2NT/Ti electrodes underwent the following steps: (a) rinsing with 

deionized water to remove any remaining electrolyte; (b) drying overnight; and (c) 

calcining for three hours at 450 °C with a temperature ramp of 2 °C/min.  

3.2.2 Hydrothermal synthesis  

The Degussa P25 TiO2 (purity 99.9%, 85% Rutile and 25% Anatase, surface area 50 

m2 g−1, pore volume 0.11 cm3 g−1, density 4.26 g cm−3) was dispersed in 65 mL of 

10 M NaOH solution using an ultrasonic bath for 15 minutes. The resulting 

suspension was then subjected to hydrothermal treatment in a Teflon-lined, stirred 

autoclave for 24 hours at 130 °C and 600 rpm. After undergoing hydrothermal 

treatment, the sample underwent vacuum washing with ultrapure water until it 

reached a pH of 7. Subsequently, it was protonated for one hour at room temperature 

in 0.1 M HCl while being stirred at 600 rpm. 

After drying overnight at 80°C, the protonated sample was ground and washed with 

distilled water until it reached a neutral pH. The powder was then spread in methanol 
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(10 mg/mL) using an airbrush (ABEST TJ-180K) and applied to a Ti foil, resulting 

in a theoretical TiO2 loading of 1.5 mg/cm². 

After an overnight drying process at 80 °C, the resulting sample was calcined at 450 

°C for 3 hours (2 °C min−1), yielding an experimental TiO2 loading of 0.7 mg cm−2. 

The catalyst produced is referred to as TiNT-HS. In total, thirteen samples were 

investigated in detail (see table 3.1 for a detailed description). 

 

Table 3.1 Summary of the preparation conditions and short name used for the tested 

cathodes. Ti-E and Ti-T were prepared as a reference without applying the AO 

procedure. 

 

3.2.3 Electrochemical tests 

The electrocatalytic cell was controlled using an Amel (model 255) 

potentiostat/galvanostat.  All measurements were conducted using a three-electrode 

# Ti foil Pretreatment AO potential [V] AO time [s] Short Name 

1 
None, as received 

50 

3600 * TiNT 

2 3600 ᵙ TiNT-A 

4 Thermal 3600 * TiNT-T 

5 

None, as received 

900 TiNT50-15 

6 3600 TiNT50 

7 

60 

900 TiNT60-15 

8 

3600 

TiNT60 

9 Thermal TiNT60-T 

10 
Electrochemical 

TiNT60-E 

11 - - Ti-E 

12 Thermal  - - Ti-T 

13 - - - TINT-HS ᵜ 

* sample was anodized in a solution aged for 60 min 

ᵙ sample was anodized in a solution aged for 240 min 

ᵜ TiNT-HS was obtained by hydrothermal synthesis  
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setup, with the electrocatalysts as working electrode (WE), a Pt counter electrode 

(CE), and Ag/AgCl reference electrode (RE). The electrochemical cell (Scheme 3.1) 

used for amperometric detection experiments (AD) and cyclovoltammetry analysis 

(CV) was developed and constructed in-house.  

A proton exchange membrane (Nafion® 115) was used to divide the anodic (1) and 

cathodic compartments (2). A 0.2 M Na2SO4 solution (Carlo Erba, purity≥99.8%) 

containing 0.03 M OX acid solution [1] (OX, Sigma Aldrich H2C2O4  2 H2O, purity 

≥ 99%) at pH 2 was used in the cathodic compartment for the reaction, while a 0.2 

M Na2SO4 electrolyte solution was used in the anodic partition. The pH of the anodic 

compartment was adjusted by adding small amounts of a 1 M H2SO4 solution to 

match the pH of the cathodic compartment.  

The electrolytic solutions in the external reservoirs (6) were purged with Argon (20 

ml min-1) for 30 minutes to remove O2 before starting the reaction. A peristaltic pump 

(7) is used to flush the electrolytic solutions to both compartments. The solution 

volume, including the cathode, external tank and tubes is 35 ml. The net volume in 

Scheme 3.1 Home-made electrochemical cell used for testing. 
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the cathodic compartment is 7 ml, which is the same as in the anode. Each 

investigated potential was tested for two hours. The resulting products were analyzed 

by Ionic Chromatography (Metrohm), equipped with a Metrosep Organic Acid 

Guard pre-column (L= 50 mm, 4 mm thick), an organic acids column (L= 25 cm, ID 

= 7.8 mm), and a UV/Vis detector (944 professional UV/vis Detector Vario), using a 

0.5 mM H2SO4 as a mobile phase (0.5 ml min-1), at 5 MPa, and products detected at 

215 nm. A representative chromatogram is reported in the Appendix (figure A1). 

3.2.3.1 Amperometric detection (AD) test 

The amperometric detection experiments (AD) were performed for each 

electrocatalyst at constant applied potential (-0.8 V, -0.9V and -1 V vs RHE) at 25 

°C. The surface electrode was 5.7 cm2. Prior to each AD experiment, fresh oxalic 

acid solution ([OX] = 0.03 M, [Na2SO4] = 0.2 M) and cathodic solution ([Na2SO4]= 

0.2 M, pH= 2) were added to the cathodic and anodic compartments. The electrolyte 

solutions were then degassed by an Ar flow (20 ml min-1) for 20 minutes. Finally, 

the experiment's potential was set and maintained at a constant level for two hours 

while measuring the current in an Ar atmosphere at a rate of 20 ml min-1.  

Three representative catalysts, TiNT60-15, TiNT60-T and TiNT-T underwent an 

initial stability investigation for eight hours. In addition, to examine the effect of 

oxalic acid solution concentration, experiments were conducted with [OX]=0.1 M 

for TiNT60-E and TiNT50.  

The catalytic performance, after AD tests, was measured in terms of Faradic 

Efficiencies of the formed products (𝐹𝐸𝑃𝑖) using eq. (1).  

𝐹𝐸𝑃𝑖(%) =
𝑛𝑖 𝑥 𝑛𝑒 𝑥 𝐹

𝑄
 𝑥 100 (1) 

 𝑛𝑖 , 𝑛𝑒 , 𝐹 and 𝑄 represent the produced amount of product "i" (mol), the number of 

electrons required for the formation of glyoxylic acid (GO) and glycolic acid (GC) 

from OX (for the formation of GO and GC, 𝑛𝑒 = 2 and 4, respectively), the Faradaic 

constant (96485 C  mol-1 of electrons), and the total charge (Coulombs) passed 

through the electrodes during the AD experiments. 



 

94 
 

OX conversion in electro-reduction experiments was defined using the following 

equation: 

Oxalic acid conversion (%) = 
[𝑂𝑋]𝑖−[𝑂𝑋]𝑡 

[𝑂𝑋]𝑖
 𝑥 100 (2) 

where [OX]i is the initial OX concentration and [OX]t is the OX concentration after 

2 h of reaction time. 

3.2.3.2 Cyclic voltammetry (CV) 

Cyclic voltammetry (CV) curves were measured for the produced electrocatalysts 

using a potentiostat/galvanostat (Amel 2551) with and without oxalic acid (OX) as 

the substrate. Cyclic voltammograms were obtained at a scan rate of 50 mV sec-1 in 

the potential range of 0.31 to -1.68 V vs. RHE, using blank and OX solutions 

alternately. To conduct the blank CV tests, a solution of 0.1 M H2SO4 was utilized to 

lower the pH to 2. The cathodic and anodic compartments were then filled with a 

solution of Na2SO4 (0.2 M; Carlo Erba, Na2SO4 purity≥99.8%). For CV experiments 

performed in OX solution, the cathodic compartment was filled with a fresh 0.03 M 

oxalic acid solution (OX, Sigma Aldrich H2C2O4  2 H2O, purity ≥ 99%) containing 

Na2SO4 (0.2 M; Carlo Erba, Na2SO4 purity≥99.8%), while the anodic compartment 

was filled with the same solution used for the blank CV experiment (the pH was 

adjusted to 2 to get the same pH on both the anodic and cathodic compartments). In 

addition, the behavior in a higher OX concentration (0.1M) was investigated for 

some samples. The cathodic and anodic solutions were purged with argon (20 ml 

min-1) and recirculated within the anodic and cathodic compartments for 20 minutes. 

Then, in the Ar environment, the voltammograms were measured. The onset 

potentials of OX reduction were also evaluated on each prepared electrocatalyst. 

3.2.3.3 Electrochemical active surface area (ECSA) 

Double Layer Capacitance (CDL) is determined by the interface phenomena between 

electrolyte and electrode. CDL is calculated based on the charge quantity supplied to 

the electrode surface area. The surface area is typically determined through 

electrochemical measurement, which provides a numerical representation of the 

possible surface area that the electrolyte ions can reach. To achieve CDL, cyclic 
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voltammetry (CV) requires several tests at varying scan speeds in a non-faradaic 

range [2]. Several CVs were recorded at 5, 10, 20, 40, 70, and 100 mV s-1 in a 0.2M 

N2-saturated Na2SO4 solution with pH adjusted to 2 by adding H2SO4 using a TiO2 

NTs sample (geometric area of 5.7 cm2) as a working electrode. As shown in figure 

3.1, the investigated non-faradic range is from 0.31 to 0.28 V vs. RHE.  

The current generated in this potential range is believed to be caused by double-layer 

charging. To calculate the CDL using CV measurement, the obtained average current 

values from the anodic and cathodic charging current at -0.035 V vs. RHE  were 

plotted against the scan rate (V s-1). An example of the TiNT60-15 findings is shown 

in figure 3.2. 

According to eq. 3, it is possible to define the CDL.        

I =CDL*v (3) 

The results indicate a linear relationship between the two factors. To calculate the 

CDL value, the absolute value of the slope of the regression line was considered, as 

indicate in equation 3 [3].  

Figure 3.1 Cyclic voltammetry ranged from 0.31 to 0.28 V vs RHE for TiNT60-15 

at different scan rates (5, 10, 20, 40, 70, and 100 mV s-1) 
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Each prepared electrode exhibited double-layer capacitance values greater than the 

specific capacitance, Cs, of 2.3 𝑥 10−1 mF observed for smooth titanium at 100 mV 

s-1. 

The specific capacitance was calculated using the eq. 4     

Cs = 
1

𝐴𝑣 (𝑉2−𝑉1)
∫ 𝐼(𝑉)𝑑𝑉

𝑉1

𝑉2
 (4) 

Here, A represents the area of the working electrode in square centimeters, v 

represents the scan rate in volts per second, and (V2-V1) represents the potential 

range in volts. 

Once the value of the CDL was determined, the electrochemical surface area (ECSA) 

was calculated according to eq. 5 [4].           

ECSA = 
 CDL

Cs
 (5) 

Figure 3.2 Average current values from anodic and cathodic charging current at 

-0.035 V vs. RHE against different scan rates (5, 10, 20, 40, 70, and 100 mV s-1). 

The slope of the regressed straight lines determines the value of the CDL 
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3.2.4 Characterization methods 

3.2.4.1 FESEM 

A field emission scanning electron microscope (FESEM, ZEISS Auriga) operating 

at an accelerating voltage of 5KV was used to examine the morphology of the 

samples. Images of the basic features of the samples, pore size and length of the 

titania nanotubes were collected in both cross-section and top view.  

3.2.4.2 AFM 

The AFM characterization was performed using a Perception SPM from Assing 

(Italy) in tapping mode. The etched silicon probe, model number RTESP-300 

(Bruker), had a tip radius of 8 nm, a frequency of 300 KHz, and a spring constant of 

40 N/m. After recording the 5x5 µm images, the Gwyddion program was used to 

assess the root mean square roughness (RMS). 

3.2.4.3 GAXRD 

Glading Angle X-ray diffraction (GAXRD) measurements were conducted using a 

Bruker D8-Advance diffractometer with a Cu-Kα (λ= 1.54186 Å) monochromatized 

radiation source. The scans were collected at a continuous rate of one degree per 

minute over an angular range of 20° to 80° at 25 °C. The step size was 0.02° with a 

dwell period of 1.2 s for each increment, by applying an accelerating voltage and 

current of 40 kV and 30 mA, respectively. A glancing angle of 0.5° was used for all 

measurements. 

3.2.4.4 XPS 

The XPS spectra were collected using a PHI Versa Probe II (Physical Electronics) 

equipped with an Al Kα (1486.6 eV) X-ray source. The C1s, O1s, and Ti2p core 

levels were measured at 23.5 eV passing energy. The survey spectra were recorded 

using an analyzer energy path of 117 eV. The X-ray beam size was 100 microns at 

25 W. Prior to measuring the spectra, the samples underwent a charge neutralization 

process through simultaneous irradiation with a low-energy electron beam and an 

ion beam. The XPS peak positions were referenced to graphitic carbon (284.8 eV). 

The XPS peaks were deconvoluted using a Shirley backdrop curve and the Multipack 

Data Reduction Software (ULVAC-PHI, Inc.). 
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3.2.4.5 Raman  

Micro-Raman measurements were carried out using a LabRam HR800 Horiba 

spectrometer equipped with a confocal microscope and a liquid nitrogen cooled 

charge coupled device (CCD) detector. The spectra were acquired in the range 

between 30-800 cm-1 at room temperature and using an 1800 gr     mm-1 diffraction 

grating. The samples were excited using a laser beam with a wavelength of 532 nm 

that was focused by a 50 X microscope objective. The applied laser power density 

was of 10 mW in order to avoid laser-induced thermal degradation or phase 

transitions of the TiO2 samples. 
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3.3 Results for TiO2 NTs in aged solution and hydrothermal synthesis 

3.3.1 Interpretation of anodization curves  

Figure 3.3 shows the anodization curves of current measured against anodization 

time for the three samples synthesized by anodic oxidation of Ti foils in aged solution 

(see Table 3.1 for a summary). 

The anodization process used to create TiNT and TiNT-A was identical, except for 

the aging period. TiNT-T was made using a pre-calcinated Ti-foil before the 

anodization process. However, even small variations can significantly modify the 

anodization process, as shown in Figure 3.3.  

The TiNT sample was prepared using cleaned Ti foil and aged for 60 minutes. It 

displayed an initial current (I0) of 0.075 A, which rapidly decreased in the first 120 

s. The current reached a minimum (Imin) of approximately 0.0124 A at 120 s (tmin) 

and a maximum (Imax) of 0.0241 A at 480 s (tmax). After 480 seconds, only a slight 

Figure 3.3  Anodization curves during the anodic oxidation (50 V, 1 hour; *, o,  

indicate I0, Imin and Imax, respectively) 
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decrease in current was observed until the anodization process was completed (final 

current = 0.0234 A).  

Extending the electrode aging duration from 60 to 240 minutes (TiNT-A) resulted in 

a 30% reduction in I0 compared to the TiNT sample. Both TiNT-A and TiNT samples 

showed a lower slope in the initial current reduction. However, in the TiNT-A 

sample, Imin and Imax were much lower at 0.046 A, and tmin and tmax increased to 470 

and 1800 s, respectively.  

The behavior of TiNT-T is unique. The current declines less abruptly upon applied 

potential and reaches after 570 seconds (tmin) a value of 0.022 A (Imin), which is 10% 

lower than TiNT. The current gradually rises until the conclusion of the anodization 

without reaching its maximum current (Imax).  

The lower I0 of TiNT-A compared to the TiNT sample was attributed to F− ion 

depletion caused by the longer aging period. In fact, A lower concentration of F- ions 

can alter the electrical field and double layer at the solid-liquid interface, which 

modifies the rates of reactions involved in the mechanism of nanotube growth [5,7].   

In agreement the reduction of Imin and Imax, and the increase of tmin and tmax, indicate 

the formation of a dense oxide layer with greater thickness (eq. 3), and a reduction 

of the nucleation rate and the growth rate of the nanotubes (eq. 4). Therefore, the 

TiNT-A sample exhibits less effective nanotube development as proven by SEM 

images (figure 3.4 b).  

The thin TiO2 layer that forms during the pre-oxidation process in the TiNT-T 

instance causes the first, less severe fall in current. This limits the exposition of 

metallic Ti and affects both reported reactions in (eq. 3 and 4) when the production 

of TiO2 NTs is induced by a higher electrical field. The pre-calcination stage, which 

forms the oxide pre-layer, may partially slow the process of pore nucleation and 

nanotube development. This is suggested by the absence of a distinct Imax, as the 

current increase remains active even after 3500 seconds. 

According to the literature, the anodization curves for TiNT, TiNT-A, and TiNT-T 

electrodes exhibit various tendencies [5–7]. However, this samples are excellent 
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representatives of the conditions encountered during the creation of the ordered array 

of TiO2 nanotubes and titania debris on them. 

3.3.2 Field emission scanning electron microscope (FESEM) images 

Figure 3.4 (a-c) displays FESEM top-view micrographs of the anodic oxidation-

prepared electrodes: TiNT, TiNT-A, and TiNT-T. For comparison, a FESEM image 

of the TiO2 nanotube sample (TiNT-HS) synthesized by hydrothermal treatment and 

coated on Ti foil is provided (d). The surface of TiNT, where the ordered array of 

vertically aligned TiO2 NTs is partially covered by TiO2 debris, is shown in Figure 

3.4 (a). The TiO2 nanotubes are dense and compact, with an inner diameter ranging 

from 50 to 100 nm and a wall thickness of around 15-20 nm. Figure 3.4 (b) depicts 

the top view of the TiNT-A electrode, which shows the presence of a compact oxide 

layer on the surface, but no obvious underlying TiO2 NTs array. The anodization 

curve is consistent with the depletion of F- ions in the aged electrolyte solution [6,8].  

Figure 3.4 (c) shows the top view of the TiNT-T electrode, where the TiO2 NTs array 

is visible but partially hidden by large porous oxide patches on the surface, which 

are denser compared to the TiNT debris. In the TiNT-T case, the NTs have a more 

uniform inner diameter (between 40 and 60 nm) and a thinner wall thickness (about 

10 nm) compared to TiNT, but a slightly lower packing density. Figure A2 in the 

Appendix shows a second view of the TiNT-T sample. The layer was cracked to 

better display the existence of a vertically aligned and highly ordered array of TiO2 

NTs with uniform diameters and a distinct structure. These findings support the 

suggestions made by Macak et al. [9] that pre-structured surfaces enhance tube 

ordering. Although there are large TiO2 patches instead of debris as in TiNT, the 

thermal pretreatment creates initiation sites for TiO2 NTs development during the 

anodization process, resulting in a more well-defined nanostructure compared to 

TiNT. The EDX analysis shown in figure A3 confirms the elemental composition 

based on a homogenous TiO2 layer with hardly detectable F- traces on both the TiNT 

and TiNT-T samples. All TiNT samples had a titania film thickness between 0.7 and 

0.8 μm. Moazeni et al. [10] also reported similar indications.  
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The SEM micrographs of the TiNT-HS sample (Figure 3.4 d) reveal the existence of 

randomly oriented tubular nanostructures (see inset) and nanosheets (white circles). 

These TiO2 nanosheets and nanotubes are packed less densely compared to TiNT 

samples. 

3.3.3 Cyclic voltammetry  

The electrodes were investigated by CV to study their differences and their effect on 

the redox behavior [11–14]. Figure 3.5 (a) displays the voltammograms recorded for 

each sample in a 0.2 M Na2SO4 solution. A reversible reduction peak at -0.62 V vs. 

RHE was observed for all samples, indicating the reduction of Ti4+ to Ti3+ as 

indicated in eq. 6: 

TiO2 + H2O + H+ + e- ↔ Ti(OH)3 (6) 

At −0.96 V the formation of gaseous hydrogen occurs, according to eq. 7: 

Figure 3.4 SEM top-view images of the prepared electrodes:TiNT (a), TiNT-A (b), 

TiNT-T (c) and TiNT-HS (d). Insets show higher magnification micrographs. 
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2H+ + 2e− → H2 (7) 

The electron transfer process related to proton insertion (eq. 8) occurs simultaneously 

with the negative current in this area [14]. 

TiO2 + xe− + xH+ ↔ TiIV
1−xTiIII x (O)1−x(OH)x (8) 

This product's decomposition causes the anodic peak at about -0.86 V. All samples 

exhibit an anodic peak between -0.46V and -0.56 V, which is associated with the 

oxidation of Ti3+ to Ti4+. The peak intensity sequence, TiNT-T > TiNT-HS > TiNT > 

TiNT-A, suggests that the TiNT-T sample may contain more Ti3+ species.  

The presence of OX 0.03 M (fig. 3.5 b) leads to a decrease in the oxidation of Ti3+ 

species, resulting in weaker anodic peaks and a slight increase in cathode current. 

The anodic peaks in OX solution decrease in intensity, which is consistent with Zhao 

et al. [15] observations of similar behavior on a rough TiO2 layer. This indicates that 

the electrogenerated Ti3+ species reduce OX. To validate this interpretation, a CV 

profile with a high concentration of OX (0.1 M) was conducted on the TiNT sample 

(see figure A4). In this instance, a higher cathode current was observed, and the 

oxidation peak disappeared completely, indicating that OX was electro-reduced by 

the electrons generated by the Ti3+/Ti4+ redox pair. According to these findings, OX 

experiences quick chemical electroreduction and the nanoporous TiO2 film electrode 

functions well as a heterogeneous redox catalytic electrode. 
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3.3.4 X-ray photoelectron spectroscopy 

The surface properties of TiNT electrodes were examined using photoelectron 

spectroscopy. The survey spectra (Figure A5 in the appendix) indicate that the only 

impurities present in TiO2 nanotubes are carbon (C1s peak) contamination and Ti 

and O elements. Similar features were observed in other survey spectra, which are 

not described here for clarity. 

High-resolution XPS spectra of Ti2p and O1s were measured for each sample. The 

Ti 2p core level spectra for every sample are shown in Figure A6. The doublet Ti2p3/2 

at 458.50±0.1 eV and Ti2p1/2 at 464.04±0.1 eV in the fitted Ti2p spectra are 

compatible with Ti4+ in the TiO2 lattice [16,17]. The shoulder peaks at 456.91±0.1 

Figure 3.5 Cyclovoltammetry curves measured with a scanning rate (ν) of 

50 mV s−1 in (a) Na2SO4 0.2 M (blank solution), and (b) adding an OX 

solution 0.03 M 
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eV and 462.45±0.1 eV, respectively, are attributed to Ti3+ species Ti2O3 for Ti2p3/2 

and Ti2p1/2 [18]. The splitting energy of Ti 2p1/2 and Ti 2p3/2 was 5.54 eV.  

The near-surface area exhibits a higher concentration of oxygen species, as 

evidenced by the asymmetric curve and narrow shoulder observed in all of the high-

resolution O1s core level spectra presented in fig. 3.6 [19]. The O1s spectrum of each 

sample was deconvolved into two peaks, O1 and O2v. The O2v peak at 531.32±0.2 

eV was identified as the oxygen coupled to Ti3+ species inside Ti2O3, which is 

connected with superficial oxygen species neighboring to oxygen vacancies. The 

more intense O1 peak, observed at 529.81±0.2 eV, was assigned to the oxygen 

contained in the TiO2 crystal lattice [20]. The XPS analysis revealed two distinct 

oxygen peaks. The presence of Ti3+ species is further confirmed by the high 

agreement between the XPS and CV results. 

Figure 3.6 O1s X-ray photoemission spectra of the investigated electrodes 
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Table 3.2 reports the binding energy and the percentage of Ti3+ and O2v species 

calculated using Multipack software. The percentage of Ti3+ changes slightly in all 

samples, but a linear correlation with the amount of O2v oxygen vacancies is 

observed, as discussed later. 

Table 3.2 Binding energies (eV) of Ti 2p and O 1s peaks present in the XPS spectra 

of TiNT samples and the corresponding percentage of oxygen vacancies (O2v) and 

Ti3+. The average OX conversion is also reported. 

 

3.3.5 Crystalline phases  

Grazing angle X-ray diffraction (GAXRD) was used to identify the crystalline titania 

phases present in NTs electrodes. The results showed that only the TiO2 anatase 

phase was present in samples annealed at 450°C. These findings were confirmed by 

Raman spectroscopy (see figure A8a), observing five different peaks corresponding 

to Raman active modes in the anatase phase: peaks Eg(1) (145.3 cm-1), B1g(1) (395.9 

cm-1), and Eg(3) (639.0 cm-1) are more intense, instead Eg(2) (197.9 cm-1) is less 

intense while the peak located at 515.7 cm-1 is due to the overlapping between B1g(2) 

and A1g movements. However, at annealing temperatures of 500°C or higher, 

reflections from the TiO2 rutile phase appear in addition to those from the TiO2 

anatase phase (see Fig. S8c in appendix). The sample annealed at 450°C was 

characterized using high-resolution transmission electron microscopy (HRTEM) 

[21]. According to the results, the TiO2 rutile phase is present at the bottom of the 

NTs, at the interface with the metallic Ti layer. The top structure, on the other hand, 

 Ti4+(eV) Ti3+(eV)      O (eV) 
Composition 
(%) 

OX 
Con 
avg 

(%) 

Sample Ti2p3/2 Ti2p1/2 Ti2p3/2 Ti2p1/2 O1 O2v O2v Ti3+ - 

TiNT 458.67 464.21 456.95 462.49 530.05 531.87 7.00 5.14 6.81 

TiNT-A 458.45 463.99 456.88 462.42 529.64 531.70 6.80 5.11 6.62 

TiNT-
HS 

458.50 464.04 456.91 462.45 529.81 531.32 14.70 5.54 26.0 

TiNT-T 458.60 464.14 456.95 462.49 529.90 531.31 19.00 5.71 32.0 
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is still characterized by a crystalline TiO2 anatase structure (refer to figure A7 in 

appendix A). Additionally, the surface debris or titania patches of the TiO2 NTs 

ordered array provide an amorphous outcome. Crystalline TiO2 anatase lines are 

clearly defined in TiNT-HS (sample synthesized hydrothermally) after being 

calcined at 450°C (see figure A8b). 

3.3.6 Electrocatalytic tests  

Figure 3.7 displays the Faradic efficiencies (FE) for GO (glyoxylic acid, FEGO) and 

GC (glycolic acid, FEGC) as well as the OX conversion after two hours of 

electrocatalytic experiments at three applied potentials (-0.8, -0.9, and -1.0 V vs 

RHE). The OX concentration used in all sample tests was 0.03M. Scheme 3.1 

displays the experimental setup.  

 

 

Figure 3.7 Performances (Faradaic efficiency (FE) and OX conversion) at three 

potentials examined for the prepared electrodes 
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The electrocatalytic performances can be categorized into two types:  

(i) Although TiNT and TiNT-A show low OX conversion (<10%) and 

predominant GO creation in relation to GC, TiNT-A has lower total FEs 

(FEGO + FEGC) compared to TiNT. The difference lies in the formation of 

H2 on the side.   

(ii) The TiNT-T and TiNT-HS samples showed approximately three times 

better OX conversion and larger FEGC compared to the initial set of 

electrodes. Additionally, they exhibited higher global efficiency (FEGC + 

FEGO). 

The applied potential had no effect on performance, although it did cause a slight 

increase in OX conversion. At the ideal applied potential of -0.8 V, TiNT-T and TiNT-

HS had FEGC values of 58.3% and 60.8%, respectively. Every sample at each 

potential under investigation had a similar OX conversion. Table 3.2 shows the 

average value. It is noted that the conversion increases from approximately 7% (for 

TiNT and TiNT-A) to 26% and 32% with TiNT-HS and TiNT-T, respectively.  

The full set of electrocatalytic results, including faradaic efficiency, conversion and 

average current density, can be found in the Appendix A (Table A1). A comparison 

with the Ti foil after an oxidative pretreatment (Ti-T) at 450°C for 30 minutes (the 

same pretreatment for the TiNT-T electrode) is also provided. Table A1 does not 

show the behavior of the Ti foil substrate, which is completely inert in GO or GC 

synthesis. Although there is some activity after the pre-oxidation treatment (Ti-T), it 

is often less than in electrodes made by anodic oxidation. These findings confirm the 

role of TiO2 as the electroactive element.  

Although ultrasonic treatment has been reported in the literature as a method to 

remove surface TiO2 amorphous patches or debris and clean the electrode surface 

[22,23], it has been found to have a minor or even negative effect on the electro 

reduction of OX, confirming that these patches contribute to the process rather than 

improve performance (Figure A9).  
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3.4 Relationships between electrode properties and reactivity 

Some linear correlations were found between electrocatalytic reactivity and 

electrode properties as determined by previously mentioned characterization 

methods. The findings are summarized in Fig. 3.8. Additionally, a linear relationship 

was observed between the XPS analysis quantified Ti3+ species and the intensities of 

the O2v peaks (Figure 3.8 b). O2v (indicated in this work as oxygen vacancies for 

conciseness) are correlated to a chemical shift in the O1s peak due to oxygen species 

neighboring to oxygen vacancies. However, it can be concluded that O2v  are linked 

to the formation of reduced titanium ions (Ti3+) in amorphous titanium dioxide.  

There are more debris on the surface of TiNT-T, followed by TiNT-HS, suggesting 

that little debris are more easily reducible when they interact with the underlying 

TiO2 NTs array. Instead, more dense and compact debris and patches are less 

reducible. The relationship between the anodic peak intensity determined by CV 

(Figure 3.5) and the O2v concentration determined by XPS (Figure 3.8 c) supports 

this hypothesis. Furthermore, there is a linear correlation between the average OX 

conversion and the O2v concentration (Figure 3.8 a). Therefore, to increase the 

reactivity in these electrodes, it is necessary to enhance the reducibility of the TiO2.  

When analyzing the anodic peak intensity between -0.46V and -0.56 V in CV tests 

(Ipa) vs. O2v correlation (figure 3.8), it is important to note that the regression line 

does not pass through zero. Instead, it intersects the X-axis at O2v=7%. This 

indicates that only a small percentage of oxygen vacancies (O2v) are inactive. This 

could be because they are mostly inaccessible for electrocatalytic activity, as they are 

located at the interface between the TiO2 nanotubes and the Ti substrate and   

therefore do not contribute to the activity.  



 

110 
 

 

Figure 3.8 The TiO2 NTs electrode exhibited linear relationships among the 

percentage of O2v (oxygen vacancies determined by XPS) percentage and 

(a) the conversion of OX, (b) the concentration of Ti3+ (determined by XPS), 

and (c) Ipa (peak intensity in CV tests for the anodic peak in the range 

between −0.8 V and −0.9 V) 
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3.5 RBA growth mechanism  

The previous section discusses the characteristics and reactivity of electrodes created 

through anodic oxidation of Ti foils in aged solution. This provides insight into the 

active species involved in the electrocatalytic reduction of OX to glycolic acid. It 

was observed that a more aged solution only resulted in a dense nanostructured TiO2 

(TiNT-A) layer without nanotubes, which are essential for the reduction of OX to 

GC. This is confirmed by the higher performances (FEGC and OX conversion) of the 

TiNT sample and the TiNT-T, which show the presence of small amorphous patches, 

debris or nanoparticles of TiO2 together with the TiO2 nanotubes, and the TiNT-HS 

used as an alternative preparation to obtain nanotubes without an ordered packing. 

The anodization curves in Figure 3.3 provide indications of the formation 

mechanism, emphasizing the role of thermal pretreatment (TiNT-T) in producing 

more defined and uniform nanotubes. Additionally, linear correlations were obtained 

by correlating XPS and CV data with catalytic behavior (OX conversion), 

highlighting the key role of oxygen vacancies and identifying Ti3+ sites as the active 

species in the reaction. 

The following section will discuss the synthesis of pure titania electrodes using rapid 

breakdown anodization (RBA) instead of traditional field assisted anodization 

mechanism (FAD). Regarding the hydrogenation of OX, this process has been 

researched because a more porous nanostructure should increase both the surface 

area and the quantity of active species on the surface and exposed to the reaction 

environment. To reach RBA condition the applied anodization potential has been 

increased. An exhaustive description of RBA and its differences with FAD theory 

was provided in the previous chapter.  
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3.5.1 Interpretation of RBA anodization curves and morphologic features  

The anodization curves (I-t) of the electrodes anodized at 60 V consistently displayed 

greater anodic currents over time compared to the samples prepared at 50 V (Figure 

3.9 a).  

Specifically, TiNT60-15 exhibited initial (I0) and minimum (Imin) currents of 0.087 

and 0.046 A, respectively, with an anodization time of 900 s (15 min). After 65 

Figure 3.9 Anodization curves (current vs time) (a) and FESEM micrographs of 

TiNT60-15 (b) and TiNT50-15 (c) samples. 
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seconds (tmin), Imin was measured and compared to TiNT50-15. The study found that 

I0 was 0.069 A, Imin was 0.038 A, and tmin was 90 s. The AO current steadily increased 

after reaching Imin until the end of the AO procedure at 900 s, without reaching a 

plateau. The increase in AO current was most significant at 60 V, where notable 

current fluctuations were observed. 

The anodic current (called ionic current in this stage) first decreases up to Imin 

because of the migration of Ti4+ and O2- ions to form a compact TiO2 layer. This 

process continues until the oxide layer reaches the critical thickness (Imin, tmin), and 

it is accelerated by increasing the field strength and, consequently, the ionic current. 

The critical thickness of TiO2 may be determined by the difference between I0 and 

Imin (ΔImin). This is in accordance with previous studies [24,25]. 

The anodic current (named electronic current in this phase) gradually increases after 

tmin, until it reaches a plateau. However, under fast breakdown circumstances and 

prominent oxygen release phenomena, the current rises with fluctuations after tmin 

[15,24,26]. Therefore, TiNT60-15 greater ΔImin suggests the formation of a thicker, 

more compact, and non-conductive oxide layer at 60 V compared to 50 V [24,25]. 

Additionally, the significant increase in the AO current and the detected oscillations 

after tmin [27–29] suggest the presence of prevailing breakdown conditions and 

oxygen bubble release. 

FESEM micrographs of TiNT60-15 and TiNT50-15 show an orderly array of 

vertically aligned nanotubes randomly coated by TiO2 debris (see figure 3.9 b–c). 

The lack of a uniform oxide coating on the nanotubes' surface indicates that the 

development process stopped after 900 seconds [7]. The TiNT50-15 sample has TiO2 

NTs long 0.9 µm. They are smooth and compact, with an average outer diameter of 

82 nm and wall thickness of 20 nm (see Figure A10).  

The TiNT60-15 sample has larger dimensions than the other sample, with an average 

diameter of 85 nm and an average wall thickness of 23 nm. It has partly split NTs 
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[28]  and a rougher surface (see Figure A11). The TiO2 NT length is longer (2.1 µm), 

and it resembles porous anodic alumina (PAA) structure [30,31].  

The shape of the second sample is associated to the formation of oxygen bubbles 

under RBA conditions. Conversely, according to the analysis of the AO curves 

(Figure 3.9 a) presented above, longer NTs are linked to the AO potential [32,33]. 

Therefore, TiO2 was continuously produced at the base of the pores during AO at 60 

V, while the critical oxide thickness remained constant. Due to the plasticity of TiO2, 

the newly produced oxide migrates upward but flows around the bubbles under 

continuous oxygen evolution [34,35]. The FAD theory [7,36] supports anodization 

at 50 V as it allows for smooth walls to be achieved and reduces the likelihood of 

breakdown. Meanwhile, the crucial breakdown potential is achieved at 60 V in these 

experiments, and the nanotubes develop with rough walls in accordance with oxygen 

bubble theory (OBT) [37].  

 

For the TiNT50 and TiNT60 samples anodized at 50 V and 60 V, respectively, the 

anodization time was increased to 1 hour to prolong the NTs development process.  

Increasing the anodization duration from 900 s to 3600 s (Figure 3.10 a) resulted in 

the TiNT50 sample reaching a distinct Imax of 0.0300 A after 1200 s, followed by a 

plateau. Furthermore, according to the FAD theory [8], the slight reduction in current 

observed after 2600 s suggests the formation of irregular oxide particles (debris) on 

the upper surface of the NTs. In contrast, the current density of the TiNT60 sample 

increases steadily up to 0.1231 A at 3600 s without plateauing and with noticeable 

current fluctuations, similar to the behavior observed in the TiNT60-15 sample. 

The FESEM image of the TiNT60 sample in Figure 3.10 (b) shows a surface that is 

partially coated with a porous oxide layer. It is characterized by debris, nanograss 

[38,39], and a nanolances-like nanostructure [38,40,41] (figure A12). These 

morphologies were attributed to the overetching of the upper section of the nanotubes 

by the fluorine electrolyte solution [8,33,38,42], which also caused the partial 
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collapse of the tubes [43]. No drop in current was detected in the anodization curve. 

The lack of similar morphologies on the TiNT60-15 surface supports this theory, 

indicating that the etching of the outermost surface occurred over prolonged contact 

with an electrolyte containing fluoride. Beneath the porous inhomogeneous oxide 

layer (figure 3.10 c), there are aligned TiO2 NTs with a wall thickness of 21 nm, an 

average tube diameter of 83 nm, and a length of 3 µm. As previously observed for 

TiNT60-15, the NT walls exhibit porosity similar to that of PAA. A FESEM image 

of TiNT50 (figure 3.10 d) shows a NTs array beneath a porous oxide layer, that was 

produced by debris formation during the last part of the anodization process, as 

explained above.  

Figure A13 compares the anodization curves for TiNT and TiNT50 samples, both 

obtained at 50V for 1h but with a 60-min aged and fresh solution, respectively. The 

Figure 3.10 Anodization curves (a) and FESEM micrographs of TiNT60 (b,c) and 

TiNT50 (d). 
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current of TiNT50 is consistently higher than that of TiNT, despite its lower I0. This 

difference can be attributed to the varying fluoride ion concentrations in the 

electrolyte solutions. Imin is reached after 120 seconds for both samples because the 

oxide thickness is independent from F- concentration but it depends mostly on the 

applied voltage [44]. Although the ΔI between Imin and Imax appears to be lower for 

TiNT50, the current increases less markedly until 1200 seconds, unlike TiNT, which 

reaches Imax after 480 seconds. This indicates that the nanotube growth process takes 

longer for TiNT50, explaining why the nanotubes in this sample are more defined 

and longer than those in the TiNT sample. 

3.5.2 The effects of pretreatments 

The passivation of the Ti foil and the formation of a TiO2 layer resulted from the 

thermal and electrochemical pretreatments applied to the Ti foil surface. Specifically, 

the thermal pretreatment produced a compact and stable anatase oxide film layer 

[45], while the electrochemical pretreatment resulted in a compact and amorphous 

oxide coating [46,47]  (Figure A14 b). In the latter sample, the current gradually 

diminished over time as a result of the formation of a compact oxide layer (Figure 

A14a-c) [7].  

Figure 3.11 (a) compares the anodization curves of TiNT60-T (thermal pretreatment) 

and TiNT60-E (electrochemical pretreatment) samples with TiNT60. 

The current values of the pretreatment samples were consistently lower than those 

of TiNT60: 

(i) Specifically, for TiNT60-T and TiNT60-E, I0 was 33% and 50% lower 

than that of TiNT60. Additionally, in both samples, the current dropped 

significantly slower, reaching an Imin of 0.026 A for TiNT60-E and 0.039 

A for TiNT60-T after 450 and 700 seconds, respectively. This 

characteristic is due to the reduced conductivity of the prepared oxide 

layer following thermal or electrochemical preparation. Compared to 

TiNT60-T, TiNT60-E exhibited the lowest I0 and a less significant 

reduction in current. This finding suggests that the electrochemical 
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pretreatment delays the formation of NTs by creating a thicker preformed 

oxide layer. 

(ii) Due to the RBA effect, the current in TiNT60-E increased with 

fluctuations in the current density after reaching a minimum. In contrast, 

sample TiNT60-T has a smaller current slope than the preceding sample, 

and the last portion of the curve nearly reaches a plateau, signifying that 

the growth process is complete. This finding suggests that, even when 

anodized at 60 V, the RBA condition is not prominent in this sample and 

that the growth process is consistent with the FAD theory. However, 

TiNT60-T exhibited a greater increase in current with minimal 

fluctuations when compared to TiNT sample, the pre-treatment thermal 

sample produced at 50 V in an aged solution (Figure A15), as previously 

described in this work. RBA conditions are also present here but with a 

less marked effect observable in the anodization curve. Even in the latter 

part of the anodization curve, where a near-plateau was observed, the 

current gradually increased. 

Figures 3.11 (b) and 3.11 (c) display FESEM micrographs that support these 

observations. In both samples, a TiO2 array is visible behind the oxide layer, but the 

morphologies differ significantly. TiNT60-E (Figure 3.11 c) exhibits an apparent 

curvature in its NTs due to certain concave and convex patches in the underlying 

layer [8] generated during the electrochemical pretreatment. The samples under 

investigation had a wall thickness of 15 nm, which was the thinnest among all 

samples. Additionally, the average tube diameter was larger than that of the previous 

samples, measuring approximately 95 nm. The magnification in figure 3.11 (c) 

shows rough NTs walls that support the RBA condition and the growth of oxygen 

bubbles throughout the anodization process. The upper portion of the nanotubes is 

specifically broken vertically, but the tube form is still discernible, and there are no 

nanolance or nanograss-like morphologies. This suggests that the amorphous oxide 
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layer created during the electrochemical pretreatment is likely what limits the etching 

of the NTs. The larger length of the NTs (about 4.7 µm) supports this result.  

Furthermore, Figure A16 shows a rough surface with many protrusions and holes in 

the overlying oxide layer. Zhang et al. [47] synthesized an NTs array under a 

prefabricated compact film. After 180 seconds of anodization at 60 V, the compact 

film swelled due to the expanding oxide's volume, resulting in ridges or fissures on 

the upper surface. Oxygen bubbles collected beneath the prepared oxide layer and 

protrusion can be observed onto the top of compact layer in TiNT60-E.  

Figure 3.11 Anodization curves (a) and FESEM micrographs 

of TiNT60-T (b) and TiNT60-E (c) 
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The oxide layer breaks down and pores start to develop when the oxygen pressure 

reaches a certain point. As a result, the electrolyte may enter the pores. The shape of 

the holes and protrusions that are developed from outside to inside supports this 

suggestion.  

 

Otherwise, the overlying oxide layer in TiNT60-T (Figure 3.11 b) is more compact 

and no holes and protrusions are observed. Additionally, a few irregular fractures 

randomly appear on the surface (Figure A17), likely due to pretreatment-induced 

stress [48]. The underlying TiO2 NT array exhibits high order and vertical alignment 

with the surface. The NTs have uniform dimensions, smooth walls that are fractured, 

and with some surface holes. The low roughness and absence of holes and 

protrusions in the walls of the NTs suggest that oxygen evolution is not the primary 

process. However, even if the bubble mold effect is not observed, RBA conditions 

are created due to the presence of holes in the NT walls [8]. 

Additionally, upon magnification of Figure 3.11 (b), it is evident that the upper 

section of the NTs had significantly dissolved. This outcome suggests that the anatase 

TiO2 layer that covers the NT array is not effectively protecting it from etching by 

fluorine ions that seep through surface fissures [49]. Supporting this suggestion is 

the fact that the NTs in TiNT60-T are shorter (1.5 µm) than those in TiNT60-E. These 

findings demonstrate that the development of NTs is influenced by pretreatment: 

• Thermal pretreatment resulted in a layer of compacted oxide with uneven 

fractures. The smooth walls of the NTs suggest that oxygen bubble 

development is not significant, despite the presence of RBA conditions. This 

finding is consistent with Huang et al.'s research [28]. Moreover, the length 

of the NTs was affected by the etching of the electrolyte solution. 

• The electrochemical pretreatment inhibited the dissolution on the top portion 

of the NTs by fluorine electrolyte solution and encouraged the development 

of oxygen bubbles. This result is consistent with Song et al. work [50], who 
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reported an undamaged tube top on the Ti substrate prior to anodization 

without nanolance or nanograss-like morphologies.  

The variation in morphology could be attributed to the type of pretreatment used. 

During the electrochemical process carried out in an acidic solution, some anion 

impurities are introduced into the TiO2 film, which increases oxygen bubble release 

and favors RBA conditions. In TiNT60-T, the incorporation of anions during 

anodization is limited by the thermally generated TiO2 layer, leading to a lower 

diffusion rate. As a result, the anodization curve showed a less noticeable impact. 

Additionally, the fissures on the thermally produced oxide surface prevented oxygen 

from building up.  

3.5.3 TiO2 NTs surface roughness 

Using tapping mode AFM analysis, the surface nanostructure of the working 

electrodes was assessed. Appendix A provides information on the 2D and 3D pictures 

acquired using AFM (Figure A18), which show regions coated with TiO2 debris and 

other regions where NTs are visible. 

Table 2.3 presents the root mean square roughness (RMS) values. The application of 

voltage resulted in an increase in both diameter and surface roughness. The effects 

of the pretreatments on roughness varied. TiNT60 (RMS=64 nm) experienced a 

decrease in RMS to 37.61 nm after thermal treatment, while TiNT60-E showed an 

increase to the highest value of 70.73 nm. FESEM revealed the presence of grains 

covering the TiNT with a diameter of up to 1 µm.  

The morphology of pretreatments caused the varied effects on the surface roughness. 

Following thermal treatment, the Ti foil's RMS remained almost unchanged at 33.63 

nm (Ti-T). For Ti-E, the RMS increased to 53.67 nm. The roughness of the initial 

surface was followed by the growing layer, which, along with the RBA conditions 

found during the AO, contributed to the increase in RMS of TiNT60-E. On TiNT60-

T, where the FAD mechanism governs the growth process and the RBA condition is 
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not dominant, this effect is less pronounced. This confirms that the increased 

roughness is caused by the RBA conditions. 

 

Table 3.3 Main morphological features and ECSA results for tested cathodes 

Short Name 

aRms 

[nm] 

bTube 

diameter 

[nm] 

bWall 

thickness 

[nm] 

bTube 

length 

[nm] x103 

ECSA 

[cm2]c 

Ti foil 33.63 - - - - 

Ti-E 53.67 - - - - 

Ti-T 34.12 - - - - 

TiNT50-15 30.74 82 20 0.9 3.7 

TiNT60-T 37.61 100 19 1.5 18.6 

TiNT60-15 51.69 85 23 2.1 19.8 

TiNT50 61.32 65 19 2.2 21.1 

TiNT60 64.00 83 21 3.0 29.1 

TiNT60-E 70.73 95 15 4.7 30.5 

a AFM calculated by software Gwyddion on about 10 images 

b Measured by FESEM images  

c Calculated by Double Layer Capacitance (CDL) via cyclic voltammetry 

(CV) in a non-faradaic range 

 

3.5.4 Electrocatalytic behavior  

The previous sections outcomes indicate that the literature-based findings can be 

controlled and rationalized, allowing for the creation of a variety of TiNT electrodes 

with precise control over their macro, micro, and nanostructure characteristics. This 

control is achieved by adjusting the preparation settings of the AO method. The 

electrodes were studied in the -0.8V – -1.0 V vs. RHE potential range for OX 

selective conversion to GC at different potentials (see figure 3.12). 
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The electrocatalytic findings are presented in Table A1, which shows that the only 

products detected were GO and GC (FEGO, FEGC), formed via OX conversion. As 

samples discussed in the first part of this chapter, the OX conversion was minimally 

affected by the tested potentials. However, FEGO and FEGC experienced a reduction 

when potentials ranging from -0.8 to -1.0 V in relation to RHE were applied. The 

significance of the competitive hydrogen evolution (HER) reaction at -1.0 V was 

linked to the latter event. The electrode characteristics significantly impacted the 

activity and selectivity. Increasing the AO potential from 50 to 60 V and the AO time 

from 900 s to 3600 s at all investigated applied potentials resulted in an increase in 

the average OX conversion and FEGC on unpretreated Ti foils from 32% (TiNT50-

15) to 50.5% (TiNT-60) and from 38.3% (TiNT50-15) to 82.2% (TiNT-60), 

respectively. These values were averaged for the three evaluated potentials. The 

average FEGO decreases from 38.4% (TiNT50-15) to 9.9% (TiNT60).  

The thermally pretreated catalyst (TiNT60-T) reduces FEGC and OX conversion by 

11% and 29%, respectively, compared to the untreated catalyst (TiNT60). As a result, 

FEGO increases by 10%. However, there are minimal performance differences 

between TiNT-60 and the electrochemically processed catalyst (TiNT60-E). In 

contrast, we examined a Ti foil that had undergone electrochemical preparation 

without first undergoing an AO treatment (Ti-E) showing the lowest activity (Figure 

A19).  

Specifically, the OX conversion decreased along with the FEGO and FEGC with the 

applied potential, going from 7% (-0.8 V) to 3% (-1.0 V). This observation is 

consistent with Zhao et al. results [20] on a rough TiO2 layer. Prevalent HER was 

associated with low FEGC and FEGO. The reaction pathway, in which GO acts as an 

intermediary for the production of GC (Scheme 2.2), is consistent with the reported 

trends for OX conversion, FEGO, and FEGC. These trends also demonstrate the 
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positive influence of AO potential and AO duration on electrode activity and 

selectivity.  

 

Preliminary experiments were conducted on TiNT60-15, TiNT60-T and TiNT-T 

catalysts to assess their stability. The experiments were carried out for 8 hours at -

0.9 V vs. RHE (Figure A20). All samples showed an increase in FEs, but with 

different patterns. TiNT60-T catalyst showed the highest increase in FEGC, reaching 

74%, while FEGO increased by around 17% compared to only 3% FEGC in the 

TiNT60-15 and TiNT-T catalysts. TiNT60-15 catalyst showed a drop of 10% in OX 

conversion, while for the thermal pretreated samples remained steady. 

Figure 3.12 For the synthesized cathodes, faradaic efficiency (FE) and oxalic acid 

conversion (OX conv) were determined at −0.8, −0.9, and −1.0 V against RHE 

(amperometric tests conducted at room temperature for two hours, with an initial 

[OX] of 0.03 M; anodic compartment: 0.2 M Na2SO4 and H2SO4 to adjust to pH 2) 
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Figure A21 compares the performances of the TiNT and TiNT50 samples in terms of 

FEs and OX conversion. The results show a significant difference in selectivity 

between the two samples. Specifically, the FEGC of TINT50 is almost four times that 

of the TiNT sample, while FEGO is about 3 times lower in TiNT50, indicating 

significantly higher conversion. These results highlight the importance of using a 

fresh anodization solution to achieve a more catalytically active nanostructure. 
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3.5.5 Redox proprieties 

Figure 3.13 (a–c) shows the blank voltammograms (0.2 M Na2SO4 solution, pH 2) 

for all the investigated samples. Similar behavior to the samples examined in the first 

part of the chapter can be observed:  

- At -0.62 V vs RHE there is the reversible peak due to Ti4+ reduction into Ti3+ 

(# symbol in Figure 3.13 a–c) according to eq. 10. 

- At -0.96 V vs RHE the gaseous hydrogen production occurs (eq. 8). 

Figure 3.13 CV in blank (a – c); [Na2SO4]cathode = [Na2SO4]anode = 0.2 M, pH = 

2) and in OX solution (d – e); [OX]0, cathode = 0.03M, [Na2SO4]cathode = 

[Na2SO4]anode = 0.2 M, pH = 2). Potentials are referred to RHE. 
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- At -0.86V vs RHE the proton insertion-coupled electron transfer reaction and 

its decomposition follows (eq. 12). 

The oxidation of Ti3+ to Ti4+ resulted in an anodic peak in all samples when the 

potential range was between -0.03 V to -0.26 V vs. RHE (* symbol in Figure 3.13 a–

c). The intensity of the peak decreased in the following order: 

TiNT60-E > TiNT60 > TiNT50 > TiNT60-T > TiNT60-15 > TiNT50-15 

The order suggests that TiNT60-E and TiNT60 had higher concentrations of Ti3+ 

species compared to other samples with longer NTs.  The anodic peak becomes less 

prominent at 0.03 M oxalic acid due to the conversion of oxalic acid to glyoxylic and 

glycolic acid by Ti3+ species (figure 3.13 d-f). The presence of Ti3+ sites increase the 

conductivity of the TiO2 electrode as they act as electron-donor species located 

underneath the conduction band of TiO2[51,52]. 

 

3.5.6 Presence of oxygen vacancies and crystalline features 

As for previous samples, the survey spectra of catalyst studied in this section by XPS 

analysis shows mainly Ti and O elements. At the same time, only carbon (C 1 s peak) 

is present as an impurity (see Figure A22, where the TiNT-50 sample was only 

reported for conciseness). The high-resolution Ti2p spectra, show the doublet Ti2p3/2 

at 458.65±0.1 eV and Ti2p1/2 at 464.19±0.1 eV, consistent with Ti4+ in the TiO2 

lattice. The shoulder peaks at 456.82±0.1 eV and 462.36±0.1 eV are due to Ti2p3/2 

and Ti2p1/2 and correspond to Ti3+ species in Ti2O3 [15]. The Ti2p1/2-Ti2p3/2 splitting 

energy was 5.54 eV. Regarding fitting, see figure A23 as an example; all the other 

samples showed similar behavior and are not reported for conciseness. 

All high-resolution O1s core level spectra of the samples (Figure A24) displayed an 

asymmetric curve and a small shoulder, indicating a higher concentration of oxygen 

species in the near-surface area [66]. The O1s spectrum of each sample was 

deconvoluted into two peaks, O1 and O2v. The most intense component (O1) was 

identified as the oxygen present in the TiO2 crystal lattice at 529.81 ± 0.2 eV. The 

O2v component (531.32 ± 0.2 eV) is associated with the Ti2O3 surface state, which 
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is a combination of oxygen atoms near oxygen vacancy and Ti3+. The number of O2v 

(indicated as oxygen vacancies) and the OX conversion exhibit a linear relationship 

confirming what has been previously reported (refer to Figure A25). 

 

Glading Angle X-ray diffraction (GAXRD) was used to examine the TiO2 NT arrays. 

The GAXRD pattern in Figure 3.14 confirms the presence of anatase (PDF 04-0477) 

and titanium metallic (PDF 44-1294) crystal diffraction peaks, originating from the 

anodic TiNT layer and the titanium substrates, respectively.  

The appearance of the expected peaks confirms that annealing resulted in the 

crystallization of the amorphous layers. No additional peaks were observed, 

Figure 3.14 Glading angle X-ray diffraction (GAXRD) pattern of all the 

synthesised electrodes 
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indicating the exceptional phase purity of the NTs. Table A3 shows that the high peak 

intensity of the samples is due to their exceptional crystallinity. The findings are 

consistent with the TiO2 NTs crystallization properties described in the literature 

[53,54]. The diffraction peaks observed at 2θ = 25.35°, 36.96°–38.54°, 48.12°, 

53.98°, 55.13°, 62.88°, 68.88°, 70.60°, and 75.18°, respectively, reflected the 

orientation planes of the anatase phase (101), (004), (200), (105), (211), (204), (116), 

(120), and (215). The Ti substrate is associated with the peaks at 2θ = 40.33° and 

53.15°, which correspond to the (101) and (102) orientation planes, respectively. The 

high crystallinity of the TiO2 NT arrays, which reaches about 98.8%, is shown by the 

sharpness of the peaks (Table A3). 

3.6 RBA influence on nanostructure and other aspect on the electrocatalytic 

behavior of NTs electrode 

3.6.1 Nanostructure and electrocatalytic behavior relationships 

Even though the RBA conditions accelerate the evolution rate of NTs, it is generally 

believed that these conditions should be avoided due to the high defectivity, 

continuity and roughness of the resulting NTs (including the rapid evolution of O2). 

These characteristics are unfavorable for photocatalytic activities because they 

increase electron-hole recombination and decrease charge separation. On the other 

hand, it was shown here that low homogeneity, roughness, and structural flaws of 

NTs are crucial for enhancing their activity in the electrocatalytic hydrogenation of 

oxalic acid. The experimental conditions, such as the composition of the electrolytic 

solution and the characteristics of the electrochemical cell, influenced the breakdown 

voltage.  

In this work RBA conditions were established at 60 V (TiNT60-15, TiNT60, and 

TiNT60-E), as evidenced by the fluctuating pattern of the electronic current over 

time, which deviated from the FAD theory. In comparison to electrodes anodized at 

50 V, the FESEM micrographs confirm that the NTs produced at 60V are split and 

rougher. The surface nanostructure of the untreated sample produced at 60 V 



 

129 
 

(TiNT60) differs from that of the thermally and electrochemically pretreated samples 

(TiNT60-T, TiNT60-E). Notably, TiNT60-E NTs array is the longest of all the 

samples examined, and its walls are much rougher. Probably this could be to 

incorporation of anions impurities during the anodization pretreatment in H2SO4, 

which can move inside the non-fully crystalline surface oxidic layer. This allows for 

a faster and easier formation of RBA, resulting in longer expansion of NTs and 

increased production of oxygen bubbles. Compared to TiNT50, the nanotubes in the 

thermally pretreated sample (TiNT50-T) were shorter, but their walls were smooth 

and severely damaged.  

The anodization curve shows a trend between traditional growth (FAD) and RBA, as 

well as the evolution of oxygen bubbles (figure 3.11). As a result, only minor 

variations were observed and the anodic oxidation current nearly reached a plateau. 

Since the anatase layer is produced by heat treatment, anions do not contaminate it. 

Additionally, the crystal structure can prevent the inclusion of contaminants during 

the anodization process. The RBA and oxygen bubbles resulted in shorter and 

smoother nanotubes, likely due to their less defined or pronounced evolution. As 

shown in Table 3.3, the TiO2 layer in both samples aids in increasing the tube 

diameter by preventing excessive etching of the nanotubes by F- ions. The tube size 

of the pretreatment samples (TiNT60-T and TiNT60-E) is larger than that of 

untreated the sample (TiNT60), even if the anodization time was 1 hour for all three 

catalysts. Additionally, the samples synthesized at 50 V (TiNT50 and TiNT50-15) 

had different sizes compared to those anodized at 60 V (TiNT60 and TiNT60-15), 

which had similar diameters. The variation in tube diameters is caused by the 

growing processes and overetching of the top part of NTs. TiNT50 has grown in 

accordance with the FAD model, and overetching shortened the NTs ultimate length, 

resulting in smaller diameter NTs due to the decrease in inner diameter with length. 

In contrast, the tube diameter of the TiNT60 sample produced following the RBA 

model was similar to that of TiNT60-15. This was because, despite the top being 



 

130 
 

overetched, the tube development at the bottom was quicker and new oxides were 

continually developing. Therefore, the etching phenomena had less of an impact on 

the NT length and diameter at 60 V, although it was still present, as seen by the 

porous top layer (Figure A12). 

The performances of the electrocatalysts vary based on their nanostructural 

characteristics. The length and roughness of the nanotube walls, in particular, are 

important factors that affect the catalysts activity. Samples with rough walls and grew 

under RBA showed increased FEGC and OX conversion. TiNT60-15 showed an 

average increase of almost 63% in FEGC and 19% in OX conversion compared to 

TiNT50-15. TiNT50-15 produces almost equal amounts of GO and GC with its 

smooth TiO2 array (see Figure 2.13 c). By increasing the anodization time to one 

hour, the nanotubes became longer. As a result, their selectivity to GC improved, 

resulting in an average FEGC of 60%, which was greater than that of TiNT50-15. 

Additionally, while FEGO rises to around 50%, the average FEGC and OX conversions 

of TiNT60-T are 32% and 24% lower, respectively, then those of TiNT60. Figure 

3.15 (a) shows a linear relationship between the NT length and the GC selectivity, 

indicating the crucial role of NT length in modifying selectivity.  

Previous literature suggests that longer TiO2 NTs promote further reduction of GO 

to GC, as the creation of GC is a two-step reduction process with GO as an 

intermediary [55]. TiNT60-15 and TiNT50 operate similarly, while the sample 

produced after 900 seconds of anodization has shorter NTs. This finding implies that 

the TiO2 catalysts activity was influenced by the NTs walls roughness. In general, 

the samples grown by OBT exhibit higher roughness (see Table 3.3). The root mean 

square (RMS) of the TiNT60-15 sample is greater than that of TiNT50-15. 

Additionally, as the anodization time increases to 50 V (TiNT-50) and 60 V (TiNT-

60), the roughness also increases. The roughness of the pretreatment samples 

corresponds with the previously described morphological characteristics. 
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TiNT60-T exhibits greater roughness than TiNT50-15 but is less rough than samples 

obtained at 60 V (TiNT60 and TiNT60-15). This suggests that the growth process of 

TiNT60-T is intermediate between RBA (and oxygen bubble development) and 

traditional growth (FAD). TiNT60-E has the greatest RMS (70.3 nm) of all the 

samples due to its ease of setup for RBA conditions. Longer and rougher NTs can 

improve OX conversion, as supported by the linear relationships seen in Figure 3.15 

(b). This may be due to the abundance of accessible sites for electron transfer 

associated with Ti3+ and oxygen vacancies (see below), which is also supported by 

the linear correlation in Figure A25. Additionally, the validity of this concept was 

confirmed through CV analysis in a blank solution (0.2 M Na2SO4, pH=2). The 

analysis revealed an increase in the anodic peak intensity due to the oxidation of Ti3+ 

to Ti4+, which occurred in the same order as the length of the NTs. Additionally, a 

decrease in the potential of the Ti3+/Ti4+ oxidation peak was observed. This shift can 

be attributed to two factors:  

i) the length of the nanotubes:  longer nanotubes showed a more significant 

shift, as seen in TiNT60-E compared to TiNT60.  

ii) the roughness of the sample: samples produced during oxygen bubbles 

release (OBT) show a greater shift. For instance, although TiNT50 had 

longer NTs than TiNT60-15, the shifting is less noticeable. 

The estimate of the electrochemical active surface area (ECSA) also indicates a 

significant increase in accessible Ti3+ active sites in longer and rougher NTs. Figure 

3.15 (c) shows that larger ECSAs correspond to greater O2v values. This suggests a 

synergistic relationship between the roughness and length of the NTs, resulting in 

increased OX conversion and ECSA.  Figure 3.15 (d) demonstrates a linear 

relationship between ECSA and selectivity to GC (SGC) and GO (SGO), indicating 

that selectivity can be influenced by factors other than length since the ECSA 

increases with the roughness (Table 3.3), and the correlation in Figure 3.15 (a) is less 

precise than that in Figure 3.15 (d). Specifically, SGO declines as ECSA rises, while 

a greater SGC is shown. In the latter case, the regression line crosses the Y-axis at 
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around 4% instead of passing through zero. This observation is in line with the results 

of Zhao et al. [15], which proposed that a roughened TiO2 film could serve as an 

active catalyst for the hydrogenation of OX to GC.  

Additionally, this is supported by the testing results of the electrochemical pretreated 

sample (TiNT-E), which show GC production after two hours at -0.8 V vs. RHE.  

 

Figure 3.15 Correlation between length of NTs and average selectivity to GC (a) 

and OX conversion (b). Correlation between ECSA and O2v (c), and Selectivity 

to GC (dark line) and GO (dashed line) (d) 
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3.6.2 Mechanistic aspects of electrocatalytic hydrogenation of OX  

The results are consistent with the literature, indicating that OX undergoes a selective 

reaction resulting in the formation of GO, which subsequently forms GC through a 

two-step sequential process of two-electron reduction (Scheme 2.2). For example, 

FEGO and FEGC exhibit an inverse linear relationship with respect to ECSA (see 

Figure 3.15d). It is important to note that the mechanistic elements of electrocatalytic 

processes differ significantly from those observed in solid catalysts [56,57]. In fact, 

in electrochemistry factors governing electron transport have a greater impact on 

reaction rate than the characteristics of the active sites. One of the most crucial 

factors is charge localization. The rate of electron transfer is influenced by local 

changes in the electrical field and electrolyte rearrangement, which are determined 

by the nanostructure and electrode properties. Most electrocatalytic research tends to 

overlook the electrode nanostructure in favor of a uniform potential distribution. On 

the other hand, the presented data demonstrate how the electrode's nanostructure 

affects both activity and selectivity. In addition, the results collected by CV and XPS 

in this second section confirm what has been highlighted in the first part of this 

chapter, namely that Ti3+ species can be identified as the active site of the reaction. 

In heterogeneous catalysts, electron transfer takes place at Ti3+ or O2v sites, which 

serve as electrocatalytic sites, rather than at hydrogenation sites in the conventional 

hydrogenation process. Considering the (101) crystalline plane of the anatase phase, 

which is the most exposed on the surface, an oxygen atom bridges two Ti atoms, one 

with coordination number six and the other with coordination number five. This 

provides a tentative explanation for the nature of the reduced titania species formed. 

After the removal of oxygen, the coordination number of Ti changes to 5 and 4, 

respectively. This results in the reduction of Ti4+ to Ti3+ via electron transfer in the 

third orbital, producing a molecule that resembles Ti2O3. Oxygen vacancies in the 

bulk or surface of TiO2 generate one or two free electrons, which occupy the space 

previously occupied by the O2− anion in the lattice. This minimizes the energy cost 

of vacancy formation in the faulty crystal [54]. By creating a donor level 0.7 eV 



 

134 
 

below the bottom conduction band, these electrons directly alter the electronic 

structure of TiO2 [58].  

Another aspect to consider is whether the process occurs through inner- or outer-

sphere electron transfer or via the adsorption of reactants or intermediates. It has 

been reported that the presence of oxygen vacancies can alter the adsorption of 

certain small molecules, such as CO, N2O, H2O, H2, O2, and HCOOH, by promoting 

dissociative adsorption over molecular adsorption [40,59]. The CV tests suggest an 

outer sphere electron transfer, and the concentration of OX does not significantly 

affect the electron transfer [60]. However, the negatively charged (cathode) surface 

of the TiO2 NTs hinders the chemisorption of OX, which mainly occurs through the 

coordination of the carbonyl group or the creation of a carboxylate [61–63]. Studies 

published in the literature on OX chemisorption on titania investigate the process as 

it may arise in heterogeneous catalysis. However, it is important to note that these 

studies do not take into account the surface charge present in electrocatalysis. Based 

on research on the primary electrochemical processes in semiconductors [64], it is 

propose here that an outer-sphere electron transport mechanism governs the behavior 

for additional electrocatalytic events, such as oxygen reduction [65]. Further research 

is necessary. Moreover, this outer-sphere electron transfer process [66] would 

exclude the existence of coupled electron/proton transfer, for which there is no 

evidence in our data. 

These species control the accumulation of charges and promote electron transfer to 

the incoming reagent (OX) or intermediates (GO) through inner- or outer-sphere 

electron transfer or electron transfer to chemisorbed species. 

 

3.6.3 Other factors influencing the performance 

The critical involvement of the Ti3+/Ti4+ redox pair in the process has been 

demonstrated and is consistent with findings from other literature sources [15,55]. 

The performance of the reduction process depends on several parameters, including 

the existence of readily accessible active sites and the length-dependent diffusion 
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time inside the nanotubes. It has been proposed, but not validated, that longer times 

inside the nanotubes encourage sequential responses and thereby affect selectivity 

[55,67]. The effective residence time of the reagents and intermediates within the 

electrocatalyst layer may be determined by mass diffusion features associated with 

the nanotube parameters, such as length and diameter. Although research on this 

topic is still in its early stages [68,69] and does not address selective hydrogenation 

reactions, it is important to note that diffusion within a charged layer (electrode) 

differs from that of gas or liquid catalytic processes.  

It is important to note that heterogeneous catalytic processes, such as selective 

hydrogenation, can be carried out at high space velocities or with extremely small 

particle sizes without being limited by mass or heat diffusional restrictions. These 

tests can be used to determine the actual kinetics of the reaction. Due to the features 

of electrocatalytic reactors and electrodes, there are limited opportunities for 

comparable research in electrocatalytic experiments, especially with the nanoporous 

electrodes examined here, to avoid mass transfer constraints. It is essential to 

consider these factors in mechanistic and design considerations, even though they 

are often overlooked in electrocatalytic research.   

The porosity of the active electrocatalyst is a crucial element that controls the ECSA 

and, consequently, the reaction rate. The electrochemical surface area (ECSA) is 

related to the catalytic behavior and is inversely correlated with the density of Ti3+ 

or O2v sites. The number of these sites and the electrocatalytic efficiency are 

determined by the nanostructure. Specifically, the accessibility (a critical factor in 

porous electrodes) and stability of these defect sites are controlled by the 

nanostructure. It is important to note that these TiO2 NT materials contain 

nanoporosity associated their growth process and the superficial patches of titania. 

However, leaching during the catalytic process may improve the performance and 

porosity. Diffusion within this nanopore is more challenging than within the NTs due 
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to its mesoporous nature, with a size of around 100 nm compared to a few nm in 

microporosity. The electrocatalysts' properties and performance show an intricate 

correlation, as seen below. It is crucial that the roughness and length of TiO2 NTs 

work together. Figure 3.15c shows that higher accessible surface Ti3+ sites lead to 

improved ECSA. As a result, when the NTs roughness increases, the ECSA also rises 

(Figure A27). Furthermore, Figures 3.15 (a) and 3.15 (b) demonstrate that the NTs 

length significantly affects the availability of active sites. This discovery is supported 

by the linear association observed in Figure A25.  

Amperometric measurements (figure A28) with higher concentrations of OX were 

used to demonstrate the significance of the quantity of accessible active sites for the 

reaction. When the OX concentration was increased to 0.1 M, both OX conversion 

and FEs decreased. This outcome may be due to the saturation of the surface-active 

site by the reactant molecules. However, based on the prior discussion, it appears 

that this impact is more likely related to changes in the interfacial dielectric constant. 

This affects the rate of outer-sphere electron transport as well as the reorganization 

energy [70]. 

 

The length and roughness of NTs determine the residence period of 

reactants/intermediates, which in turn affects selectivity. Supporting this indication, 

Figures 3.15 show a higher rate of GO formation as the active area increases. 

However, it is unclear whether GO develops at the surface (at the NTs pore mouth 

or on titania surface patches) or in the nanopores found in the depth of the NTs, which 

would determine whether it is further converted to GC. In the later scenario [67], the 

GO intermediate will be further reduced to GC. However, if GO is primarily 

generated on the exterior surface, its subsequent conversion is hindered by 

inadequate diffusion within the nanopores (or NTs). Thus, there may be a complex 

relationship between selectivity, NTs length, and ECSA. The linear relationships 

indicate that diffusion within the NTs is sufficiently rapid to contribute to OX 

conversion for most of the ECSA, including the component associated with the 
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active region located deep within the NTs. As the residency period of the GO 

intermediate within the NTs increases, its subsequent conversion is enhanced, 

resulting in an increase in selectivity to GC as NTs length increases. However, it is 

possible that diffusional constraints may affect both the relative selectivity to GO 

and GC and the OX conversion, thus influencing the performances. It is important 

to note that this statement is not a subjective evaluation, but rather a possibility that 

should be considered.  

Figure 3.16 presents the results of experiments conducted in the flow electrochemical 

cell with varying electrolyte flow rates. The electrode size was adjusted to provide 

similar electrolyte residence periods in the anodic portion of the cell. The 

microturbulence at the titania electrode's surface increases with increased flow rate, 

which increases the diffusional rate of the reactant (OX) and the back diffusion rate 

of the products (GO and GC). Figure 3.16 shows a slight decrease in the relative FEs, 

along with a small increase in the rate of OX conversion.  
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Figure 3.16 Effect of the flow rate (at equal contact time) on TiNT50-15 

performance after 5h tests: FEGO/FEGC ratio(left) and OX conversion (right) 
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Therefore, increasing OX diffusion rates has no impact on reactant conversions, and 

the production of GO is only marginally improved compared to GC. This finding 

suggests that small diffusional constraints affect the diffusion behavior inside the 

NTs. However, it is worth discussing other factors related to these diffusional and 

mechanistic characteristics. The electron transport barrier increases as the distance 

from the base Ti foil increases. The base Ti foil is the growth site of the nanotubes 

and serves as a conductive substrate for the collection and movement of electrons. 

This is because titania has a relatively low electron conductivity. Thus, the length of 

the NTs is directly proportional to both the ECSA and resistance to electron transport. 

This phenomenon may cause a potential gradient along the axial profile of the NTs. 

Diffusional restrictions are negligible, while electron transport limitations are 

substantial near the pore mouth (in the NTs film formed over the Ti foil). Therefore, 

the linear relationship between performance and electrode nanostructure may be 

explained by an inverted relationship between these two factors. These factors are 

dependent on the nanotube length in distinct ways.  

Mass transfer varies linearly with potential, but current density depends on the square 

of the distance. Therefore, the findings here reported suggest a limited effect of 

diffusional characteristics on performance, as previously suggested. Observe that 

these features demonstrate the substantial distinctions in mechanistic factors between 

heterogeneous catalysis and selective hydrogenation in electrocatalysis, excluding 

the fact that the latter involves gaseous H2, whereas the active hydrogenation 

elements in electrocatalysis are H+/e-. 

3.6.4 TiO2 NTs electrode stability and robustness  

After 2h or 8h of continuous testing, figure A20 shows the stability of the catalysts 

for TiNT60-15, TiNT60-T and TINT-T at -0.9 V vs. RHE. A general increase in FEs, 

particularly in GC, and a very moderate decrease in OX conversions, can be observed 

for all three samples, even though there are some slight behavioral differences. In 
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longer-term studies, no further behavioral changes were observed between 8 and 20 

hours. 

Figure A26 shows the FESEM pictures after an 8-hour test at each potential 

investigated. The array of vertically oriented TiO2 NTs is still visible in all samples. 

However, in TiNT60-15, some NTs are damaged, with randomly fractured NTs 

shrinking to 1.4 μm in length. The anatase covering oxide layer is present both in 

TiNT60-T and TiNT-T. Upon magnification, the underlying NT layer appears more 

homogeneous, maintaining a consistent length, and exhibiting increased porosity (as 

indicated by the white circles in Figure A26). No additional alterations were 

observed in longer-term studies lasting up to 20 hours.   

To examine these findings, we need to discuss the mechanism behind the creation of 

the titania nanostructured layer during anodic oxidation from Ti foil. The anodic 

process produces small titania nanoparticles with many surface hydroxyl groups on 

the surface of Ti foil [7,43,71]. These nanoparticles are solubilized by F-ions, and the 

strong local electrical field causes them to be reconstituted as NTs. It is possible for 

debris from titania to fall on top of them. Figure 3.14 shows that the reaction between 

surface hydroxyl groups is caused by thermal annealing, resulting in the formation 

of highly crystalline titania nanotubes. Due to its strong interaction with the 

underlying titania NTs, the surface titania debris cannot be mechanically removed by 

ultrasonic therapy. However, a small percentage of these titania nanoparticles did not 

fully combine with others to produce a crystalline porous oxide that was 

nanostructured. As results, only a small portion (less than a few percent) of the titania 

can be extracted initially, most likely from the surface titania debris. Stable behavior 

was observed after their removal.  

Micrographs show that additional porous titania debris remains after the removal of 

these non-interacting titania nanoparticles, which are only a few nm in size. As a 

result, the performances were somewhat improved. However, the TiO2-only 

electrodes remained stable and can be considered robust during this initial transition. 

This finding is consistent with literature data [86], which indicates that TiO2 
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dissolves in an acidic environment and reaches a plateau after a few hours. The 

stability of the electrode and the reaction parameters, such as pH, OX concentration, 

and temperature, determine when this plateau is reached.  The decrease in OX 

conversion after 8 hours and the rise in FEGO can be attributed to the lower NTs 

thickness in TiNT60-15 (Figure A20).  The decrease in FEGC is in line with the 

correlation presented in Figure 3.15 (a), and the conversion value aligns with the 

linear correlation depicted in Figure 3.15 (d). After 8 hours of testing, Figure A20 

shows an increase in FEGC and equivalent OX conversion in TiNT60-T. The OX 

conversion remains the same due to the constant length of the NTs, but the greater 

porosity of the overlying oxide layer makes the active sites more accessible. This 

impact raises FEGC. 

3.7 Literature comparison  

Titania electrodes for electrocatalytic reduction are essential in industry because they 

allow the creation of durable, low-cost electrodes free of metal nanoparticles and 

critical raw materials (CRMs). Avoidance of CRMs is becoming relatively 

mandatory in emerging sustainable electrocatalytic processes, at least in some 

geographical locations, such as the EU, where strict CRM restrictions are being 

discussed [72]. There are other selective electrocatalysts for OX reduction that have 

been reported based on expensive materials and CRM, including gallium [46] or IrO2 

[67], that exhibit great selectivity to GC (>90%). Additionally, the electrode based 

on Ga loses approximately one-third of its activity in less than ten hours of operation 

and has to operate at higher temperatures (80 °C). However, the current study 

focused on titania-only electrodes due to their cheap preparation costs and lack of 

CRM. Moreover, the results discussed in this chapter are obtained in the lowest 

energy consumption condition, i.e. atmospheric pressure and room temperature at -

0.8 – -1V vs RHE. Conversely literature data shows higher temperature (>50°C) or 

higher applied potential or light-assisted reaction. For instance, Yamamuchi et al. 

[73] doped TiO2 with different concentrations of zirconium to improve the 
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electrocatalytic efficiency of the TiO2 as electrodes for GC production via OX 

electrocatalytic reduction. The study did not employ a complete electrocatalytic cell 

but rather evaluated the system using CV and chronoamperometry at 50 °C. The 

authors concluded that amorphous oxide is necessary for improved electrocatalytic 

performance compared to crystalline oxide. Atomic disordering may stabilize the 

production of oxygen vacancies and the oxide's reducibility, although 

characterization information on these points was not provided. Furthermore, they 

found that while GC was maximized in the most active samples, GO production was 

increased in the less active ones. A direct comparison of the data is not possible due 

to variations in the experimental program. 

Under UV-visible irradiation (λ > 300 nm) at 50°C for two hours, the same research 

group [74] investigated light-assisted electrochemical OX reduction (in the presence 

of external bias) using a TiO2 cathode and a WO3 photoanode. They obtained 80% 

FEs (FEGC + FEGO). The authors created the cathode by coating a Ti foil with TiO2 

nanoparticles. However, they noted that the electrodes lack robustness, and the 

reaction rates were modest, only a few µmol h-1, which is two to three orders of 

magnitude lower than what was observed.  

Song et al. [75] synthesized a Ti/Pr-PVP-nano TiO2 film using the sol-gel method. 

Praseodymium was added to TiO2 to modify its crystal structure, while 

polyvinylpyrrolidone was used to prevent the aggregation of TiO2 nanoparticles. The 

results of the analysis were compared with those of Ti/PVP-nanoTiO2 and Ti/nano 

TiO2. The SEM and XRD analyses revealed that the crystal size in Ti/Pr-PVP-nano 

TiO2 was smaller and more uniform than in Ti/PVP-nanoTiO2 and Ti/nano TiO2. 

Additionally, the XPS analysis showed that praseodymium was uniformly distributed 

in the TiO2 phase. The cyclovoltammetry results indicated that the Ti/Pr-PVP-nano 

TiO2 catalyst with a Pr/Ti molar ratio of 0.006 had the highest FEGO of around 81%.  

Sadakiyo et al. [76] constructed a PEAEC (polymer electrolyte alcohol 

electrosynthesis cell) with a cathode made of porous TiO2 produced by hydrothermal 

synthesis on a Ti felt to achieve almost full OX conversion and 31.9% FEGC at 3.0 V 
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applied voltage at 60 °C. However, the highest energy conversion efficiency was still 

below 50%, and H2 was the predominant product with a FE of around 60% under 

these circumstances. The specific current density for GC is approximately 20 mA 

cm−2, which is consistent with our findings of approximately 10 mA cm−2 at ambient 

temperature and with a lower applied voltage. 

Yang et al. [77] achieved GC selectivity of 38.7% and OX conversion of 51.2% by 

utilizing multi-walled carbon nanotubes (MWNT) encased in an anatase TiO2 layer. 

These results are similar to those described in this chapter, but they applied a 

potential of −2.2V vs. RHE and high temperature (60 °C). However, they did not 

report the creation of GO, despite the large generation of H2 as a side product. 

In reference to the earlier study conducted by Zhao et al. [15], it was observed that 

using a roughened TiO2 film electrode resulted in GC being the primary product 

rather than GO. Furthermore, it was demonstrated several correlations between NTs 

features and selectivity to GC (see figure 3.15). Moreover, the study reported in this 

chapter used lower applied voltages than 2.9-3.4 V adopted by Zhao probably for the 

low conductivity of their electrode which explain also the longer reaction times used. 

Although GO has almost twice the added value of GC, electrode activity is equally 

important to the industrial development of this approach. Thus, it is possible to adjust 

the GC to GO ratio based on market demands by simply modifying the electrode. 

Furthermore, the improved electrocatalysts described in this chapter outperformed 

the state-of-the-art as selective hydrogenation catalysts, although their performance 

depends on the specifics of the preparation process. Table 3.4 compares the findings 

obtained for TiNT60 and TiNT60-E with the data from the literature under similar 

reaction conditions and room temperature OX reduction, providing evidence for this 

claim. Literature results based on electrodes containing CRM or results obtained 

under different experimental conditions are not included. This table only compares 

literature results obtained under the same reaction conditions for Ti-only electrodes. 
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Table 3.4 Comparison of the results obtained for TiNT60 and TiNT60-E with the 

literature results under comparable reaction conditions (room temperature and 

Ag/AgCl reference electrode). 

Sample Note 
FE 

(GO), % 

FE 

(GC), % 

Current 

densities 

(mA/cm2)  

Ref. 

TiNT60-E this work 12.1 86.3 16 - 

TiNT60 this work 11.4 86.0 3 - 

TiO2 

nanotubes 
TNT 25.8 42.7 30  [78] 

TiO2 flame-

like 
TNF 16.7 33.0 30  [78] 

TiO2 

nanoparticles 
TNP 21.1 22.6 30  [78] 

TiO2 

commercial 
TiO2-R500 68.6 23.3 20  [79] 

TiO2 spheres  58.3 38.7 17  [79] 

M−TiO2 

spheres 
mesoporous 35.8 60.1 22  [79] 

TiO2/Ti-

Mesh 
 6.0 46.7 5  [80] 

TiO2 

columnar 
 6.6 23.1 -  [80] 

TiO2 

bipyramidal 

(101) 

 4.1 64.4 -  [80] 

TiO2 

bipyramidal 

(001) 

 9 53.6 -  [80] 

TiO2 

condensed 

sheet (001) 

 3 39.2 -  [80] 

TiO2 stacked 

sheet (001) 
 12.5 40.5 -  [80] 
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TiO2 

bipyramidal 

(201) 

 11.9 48.3 -  [80] 

TNT-45 
2700 s 

anodization 
10 59.9 -  [55] 

 columnar truncated bipyramidal decahedron with exposed (101) facets (101-

column) 

   truncated bipyramidal decahedron with exposed (101) facets (101-deca) 

   truncated bipyramidal decahedron with exposed (001) facets (001-deca) 

   sphere condensed sheet with exposed (001) facets (001-sheet-C) 

   sphere stacked sheet with exposed (001) facets (001-sheet-S) 

   truncated asymmetric bipyramidal decahedron with exposed (201) facets  (201-

deca) 

3.8 Conclusion 

The electrocatalytic hydrogenation of OX is a sustainable synthesis method that 

produces high-value C2 compounds from CO2 and renewable energy sources without 

the need for additional reagents like H2. This method is unique and has the potential 

to contribute to a more sustainable future. The electrocatalytic approach eliminates 

the need for a separate stage of H2 synthesis, which reduces associated expenses and 

environmental impact. Additionally, it avoids the energy costs of high-

pressure/temperature operations that are required for OX hydrogenation by 

heterogeneous catalysis under ambient conditions. Thus, the electrocatalytic 

approach is an example of how to overcome environmental catalysis problems and 

advance fossil fuel substitution and electrification of chemical production. 

TiO2 NT arrays are used to reduce OX to GO and GC by applying a potential that is 

equivalent to or greater than -0.8 V vs. RHE. These cathodes are a unique type of 

strong, inexpensive, non-CRM-based selective hydrogenation electrode that can be 

used in the growing field of electrification of chemical processes to produce 

chemicals that are not derived from fossil fuels. 
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The pathway that converts CO2 to GO and GC through the OX intermediate is a clear 

example of this. The activity and selectivity of the process are determined by the 

defective nature and nanostructure. However, the literature does not provide clear 

evidence of the relationship between these factors and the outcomes of the 

electrocatalytic OX reduction to GO and GC. This study shows that it is possible to 

control the nanostructure and the presence of defects in TiO2 NTs electrodes 

produced by anodic oxidation. The relationship between these characteristics and the 

NT growth mechanism, as well as their impact on preparation parameters, is also 

discussed. 

The examined electrodes exhibit various features. Without TiO2 NTs, TiNT-A show 

the presence of a densely nanostructured TiO2 layer. Instead, together with the TiO2 

nanotubes, TiNT, TiNT-T, and TiNT-HS (the latter used as alternative synthesis to 

obtain NTs without an orderly packing) demonstrate the presence of tiny amorphous 

patches, debris, or TiO2 nanoparticles. A fresh electrolyte solution is beneficial to 

obtain NTs longer and more defined (TINT50-15 and TINT50). However, the 

selective hydrogenation of OX can be achieved more effectively when compared to 

state-of-the-art titania-only electrodes under rapid breakdown anodization 

conditions, that were achieved at 60 V in this work (TiNT60-15, TiNT60, and 

TiNT60-E). 

The relationship between the nanostructure of the produced samples and their 

performance in the electrocatalytic reduction of OX can be established by comparing 

their features and performances, as shown in Figure 3.8 and 3.15. Evidence of these 

relationships can be found in the concentration of oxygen vacancies (O2v) found in 

XPS, length of TiO2 NTs array, ECSA as well as the catalytic behavior (OX 

conversion). 

Moreover, the study examined the impact of two pretreatments, thermal or 

electrochemical, prior to anodizing the Ti foil. By comparing the results of testing 

with the morphological characteristics shown in FESEM and AFM micrographs, it 

can be concluded that: 
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the release of oxygen bubbles during RBA is a side reaction that leads to longer 

nanotubes with rough walls. When using rougher nanotubes instead of smooth NTs, 

the average OX conversion increased by approximately 7% when the same 

anodization time was used. Additionally, an average increase in FEGC was observed 

when compared to FEGO. Over etching of NTs resulted in less reducible material and 

the presence of compact patches of debris could increase the production of GO. This 

is especially noticeable for TINT-A, where the nanostructured oxide layer addresses 

the reaction to GO. 

The pretreatments had different impacts on the performance of the samples. The 

thermal pretreatment had contrasting results: on one hand, it had a positive effect 

when a 60-minute-aged electrolyte solution was used, resulting in an increase in OX 

conversion and a change in selectivity through GC.  On the other hand, it had a 

negative effect, lowering the performance when a fresh electrolyte solution and RBA 

conditions were adopted. In the latter case, the NTs remained smooth even though 

the samples were developed under RBA conditions, suggesting that oxygen release-

induced porosity was essential for the electrocatalytic reduction of OX. The TiNT60-

E sample had an average OX conversion rate that was around 5% and 10% higher 

than that of TiNT60 and TiNT50, respectively, due to the rougher NTs in TiNT60-E. 

Linear correlations suggest a synergistic relationship between roughness and TiO2 

NT length that affects the ECSA. This allows for a higher OX conversion and more 

active sites in the form of oxygen vacancies (O2v). Additionally, a larger ECSA 

improves selectivity to GC, highlighting the crucial role of NT morphology in 

adjusting selectivity to GO or GC. 

Besides, the study examined the relationships between the factors from a mechanistic 

standpoint. It was found that the function of the Ti3+/O2v active sites needs to be 

considered from an electrochemical perspective. These sites promote electron 

accumulation, which causes the activity correlation through an outer-sphere electron 

transfer mechanism. The selectivity is associated with the surface titania debris and 
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porous NTs' nanostructure properties, which impact the likelihood of GO and GC 

being reduced consecutively. 

The discussion concluded with an examination of the function of diffusional limits 

and their relationship to nanostructure. The TiO2-only electrodes are robust and 

stable, despite a small initial loss of titania nanoparticles produced during the 

anodization process. These nanoparticles do not react with each other when the 

anodization method is followed by thermal annealing. Although the extent of 

improvement in FEs depends on sample preparation, this initial transformation 

enhances FEs while having a negligible impact on OX conversion. 
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4 

PLASMA ASSISTED CO2 SPLITTING 

4.1 Plasma chemistry  

Irving Langmuir was the first person who introduced the term ‘plasma’ in 1928. 

Generally, when a solid adsorbs energy (heating, irradiation…) it is heated up and 

then it turns in liquid before and gas after. If other energy is absorbed by the gas, 

plasma is generated. According to this, it is possible to define plasma as the ‘fourth 

state of matter’ or the state of an ionized gas, i.e., when at least one gas molecule is 

split into one free electron and one positive ions. This suggests that plasma can also 

be obtained with a low degree of ionization (i.e., the ratio of the density of the main 

charged species to that of the neutral gas), usually down to 10–6 [1]. However, plasma 

is electrically neutral as the number of free electrons is balanced by an equal number 

of cations, but the significant number of the electrically charged particles influence 

its electrical properties and behavior. In fact, the interesting aspect on plasma lies in: 

(i) Higher energy density then conventional chemical technologies. 

(ii) It is far from thermodynamic equilibrium, making plasma a highly 

reactive environment because of the high amount of energetic and 

chemically active species that can react with each other[2]. 

(iii) Plasma is a highly reactive and complex chemical cocktail as it consists 

not only by ions but there are also many neutral species, e.g., different 

types of atoms, molecules, radicals and excited species. 

Although plasma is less known then other than the other states of matter, the universe 

is made for about 99% of plasma, in the form of stars, solar corona, solar wind, 

nebula. Besides, natural plasma can be found also on the Earth in weather phenomena 

emitting light such as Saint Elmo’s fire, lightning, red sprites, auroras, and lightning 

[2]. Instead, man-made plasma can be classified into main groups:  
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(i) Fusion plasma in which the gas is almost completely ionized. It is a type 

of plasma used in thermonuclear plasma systems: tokomaks, stellarators, 

plasma pinches, focuses, and so on [3,4]. 

(ii) Weekly ionized plasma or so-called gas discharges, which is the focus of 

plasma chemistry.  

In laboratory scale, plasma is created using an electric field that transmit its energy 

to the gas electrons as they are the most mobile charged species [5]. During their 

mean free path, the electrons collide with heavy particles transmitting to them a 

portion of the accumulated energy. These collisions can be divided in: 

(1) Elastic collision in which the internal energy of the neutral species is 

conserved but slightly rise their kinetic (joule heating). 

(2) Inelastic collision in which the energy transferred is enough to ionize the 

neutral species. It's the type of collision that creates plasma.   

Since electrons are much lighter than heavy particles, their temperature in the plasma 

is initially higher than that of heavy particles. In fact, the plasma temperature is the 

average energies of the plasma particles (neutral and charged) and their relevant 

degrees of freedom (translational, rotational, vibrational, and those related to 

electronic excitation). Therefore, initially there is a temperature difference between 

the electrons (Te) and the heavy particles (Thp) which can be maintained over time, 

or a thermal equilibrium can be reached among all species. For this reason, another 

difference can be done between thermal and non-thermal plasma.  

 

4.1.2 Thermal plasma or LTE plasma  

Thermal plasma is characterized by local thermal equilibrium (LTE) because Te is 

equal to Thp. This can be achieved using high gas temperatures, typically ranging 

from 4000 K (for easy-to-ionize elements, such as cesium) to >20000 K (for hard- 

to-ionize elements, like helium)[6] or using high pressure. Depending on the 

equilibrium temperature, the thermal plasma may also be divided into (i) high 
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temperature thermal plasma is in equilibrium at a temperature between 106 and 108 

K while (ii) low temperature thermal plasma is in quasi-equilibrium at < 2 104. An 

example of thermal plasma is the solar plasma. As described above, electrons lose 

some of their energy through elastic collisions with heavy particles, which then heat 

up (joule heating). Since the temperature difference is proportional to the square of 

the ratio of the electric field (E) to the pressure (p), i.e., (E/p)2, thermal equilibrium 

is reached when E/p is small [2]. 

ΔT = (
E

p
)

2

 (1) 

Therefore, for high pressure values there are more elastic collisions and thus more 

efficient energy exchange between electrons and heavy particles, leading to 

equilibrium. Furthermore, LTE requires both that all collision processes are 

reversible, in the sense that they must be balanced by its inverse (excitation/de-

excitation; ionization/recombination), and that all plasma properties (temperature, 

energy density, thermal conductivity) are the same [5]. 

In LTE plasma, ionization and chemical processes are due to temperature and only 

indirectly by the electric fields through Joule heating [1], also providing the plasma 

with high energy density. These features make thermal plasma ideal for some high 

temperature applications such as for coating technology, fine powder synthesis, 

(extractive) metallurgy (e.g., welding, cutting) and the treatment of hazardous waste 

materials [2,7]. 

4.1.3 Non-thermal plasma or non-LTE  

In the non-thermal plasma, the local thermal equilibrium is not reached, and Te is 

extremely higher (~ 1 eV or 10000 K) than gas temperature that is close to the room 

temperature. In general, however, the various plasma components have different 

temperatures: Te is the highest, followed by the vibrationally excited molecules (Tv), 

while the neutral species (T0) and the ions (Ti) have a similar temperature, close to 

the gas temperature; hence:   Te >> Tv > Ti ≈ T0 [1]. 
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As described above (eq. 1), the temperature difference is proportional to (E/p) 2, so 

non-thermal plasma can be easily obtained in low gas pressure conditions. In this 

situation, as the electromagnetic field is applied, the energy is quickly transmitted to 

the electrons because they are lighter than other plasma components (ions, ionized 

molecules) and they are accelerated more easily. These primary energetic electrons 

give rise to inelastic collisions with the heavy particles, but the electrons lose less 

energy during collisions, so they can easily keep their high energy gained from the 

electric field. This result in the production of excited species, free radicals, and ions 

as well as additional electrons through electron-impact dissociation, excitation, and 

ionization of background gas molecules that sustain the plasma.  

The described mechanism can allow to underline some advantages of non-thermal 

plasma that make this technology extremely suitable for carbon-free future [2]: 

1) Since the non-thermal plasma is a reactive chemical mixture, it can activate gas at 

room temperature, even thermal stable gases such as CO2. 

2) There is no need to heat the gas or reactor because the plasma is initiated and 

sustained by the high-energy electrons, applying the electromagnetic field. This 

makes plasma a very flexible technology because it can be easily and instantaneously 

switched on and off, as the plasma stabilization time is less than 30 minutes.  

3) Power consumption can easily be modulated. This results in suitable technology for 

the irregular supply of renewable electricity (e.g., from wind turbines or solar 

panels), because by storing electricity in a desirable chemical form, it can make up 

for the fluctuating imbalance between energy supply and market demand. 

4) Plasma reactor can be easily scaled up due to their low cost because they do not use 

rare earth elements.  

5) Plasma technology can use electricity from different energy sources. On one hand, 

this could be a limitation for the energy efficiency, but on other hand it makes plasma 



 

160 
 

technology more flexible, as it can be operated 24/7, even when other renewable 

sources are not available (e.g., when the sun is not shining, or it is not a windy day).    

Non-thermal plasma has been used for various types of applications in different 

fields. For example, in the medical field it is used for sterilization [8], but it can also 

be a valuable method for the treatment of materials and surfaces [9]. In addition, it 

is currently the method by which ozone is produced at the industrial level [10], while 

several studies consider it a valid strategy for the abatement of gaseous pollutants, 

first among them volatile organic compounds VOC [10,11].  

4.2 CO2 plasma  

As stated in Chapter 1, greenhouse gas emissions, particularly CO2, will cause 

significant and adverse environmental consequences. These consequences lead to 

severe and damaging events. Despite industrial-scale development and 

implementation of various CCS and CCUS processes, these technologies alone are 

insufficient in meeting the goals specified in global initiatives to limit global 

warming. Therefore, the role of electrification in achieving a circular carbon 

economy is critical for the industrial sector since it can greatly reduce emissions.  

The adoption of this technology can take place in several stages, starting with the 

immediate electrification of current chemical reactors, and then advancing to the 

Figure 4.1 Number of publications about CO2 plasma. From Scopus 

database 
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wider implementation of electrochemical solutions in the medium term.  In the long 

term, recycling CO2 is the sole viable way of achieving a fossil-fuel-free economy.  

CO2 valorization can yield various fuels (methanol, ethanol, formic acid, etc.) and 

chemicals (olefins, raw aromatics, etc.). Although this topic has received significant 

research attention, breaking the chemical bond of C=O in the CO2 molecule poses a 

significant challenge due to its high stability. It requires a 5.5 eV/molecule energy 

input (equivalent to +283 kJ/mol using standard enthalpy) [1]. There are numerous 

innovative methods to convert CO2, as discussed in chapter 1. Plasma technology 

presents several advantages that warrant its increasing popularity in the scientific 

community (figure 4.1).  

4.2.1 Channels for CO2 splitting in non-thermal plasma  

Snoeckx and Bogaerts [2] have examined the positive aspects and criticisms of 

conventional and novel CO2 conversion methods, highlighting the future potential of 

plasma in a long-term context (Table 4.1). Many of the significant challenges 

associated with the aforementioned technologies can be resolved with nonthermal 

plasma. Notably, plasma does not require high temperatures since the gas is activated 

at room temperature by highly energetic electrons. The second major advantage of 

non-thermal plasma technology for CO2 conversion is its high level of flexibility. It 

relies on various types of renewable energy and can be rapidly switched on and off, 

with stabilization times typically under 30 minutes. This provides an enormous 

advantage in terms of locational flexibility. Furthermore, plasma technology can 

effectively utilize any excess intermittent renewable energy by storing it in a 

chemical form. Furthermore, plasma reactors are simple and inexpensive, making 

them easily scalable from small to large applications. The most direct method of 

reusing CO2 is through CO2 splitting, which can yield high concentrations of CO for 

the synthesis of oxygenated compounds and hydrocarbons. 

Due to their mild working conditions and improved energy efficiency, atmospheric 

pressure, non-thermal plasma applications have undergone significant research. In 
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conventional heterogeneous catalysis, thermal energy transfers occur, but most 

chemical transformations take place on the catalyst surface. 

 

Table 4.1 Summary of classical thermal catalysis and developing methods, 

highlighting advantages and disadvantages. The color coding adds a visual sense to 

the importance of the feature, as further detailed in the text: negative (red), neutral 

(orange) and positive (green). Revised from ref [2] 

a Commercialization includes overall flexibility of the process and if it is a turnkey 

process 

b Cost includes Investment cost, operating cost and use of rare earth metals  

c Solar conversion can use only solar irradiation as renewable energy 

Conversely, in non-thermal plasma, various energy channels activate the gas phase 

and ionize gas molecules. Electrons acquire their energy from the applied electric 

field and collide with heavy particles during their mean free path, transferring a 

portion of the accumulated energy to them. This energy is divided between elastic 

energy losses and various channels of excitation, ionization, and dissociation. Upon 

discharge application, the gas molecule undergoes rotational motion followed by 

vibration, leading to electronic excitation and resulting in bond dissociation. Table 

 thermal 

conversion 

electrical 

conversion 

solar 

conversion 

Cold 

Plasma 

Need of Heat 

Yes 

(700 K – 

3000K 

No, room 

Temperature 
Yes (< 1500K) 

No, room 

temperature 

Renewable use No use Indirectly Directlyc Indirectly 

Commercialization 
a 

Possible Possible Possible Easy 

Type of products limited Wide range Wide range Wide range 

Cost b High Moderate Moderate Low 

Performance High Moderate Moderate Moderate 
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4.2 presents an overview of the primary plasma channels for electron-molecule 

reactions. 

Table 4.2 Overview of the main electron/molecular interaction in plasma chemical 

processes. A and B represent atoms. From ref. [1] 

Excitation 

Vibrational 

 Rotational 

 Electronic 

 

e- + AB →  AB* + e- 

e- + AB(V1) ↔ AB-(Vi) →AB(V2) + e- 

e- + AB(R1) ↔ AB-(Ri) → AB(R2) + e- 

Dissociation 

e- + AB → A + B + e-  

e- + AB → A + B* + e- 

Polar dissociation e- + AB → A- + B+ + e- 

Attachment 

e- + AB → AB-  

e- + A + B → A- + B 

Dissociative electron attachment e- + AB → (AB-)* → A- + B 

Non-dissociative ionization e- + AB → AB+ + e- + e- 

Dissociative ionization e- + AB → A+ + B + e- + e- 

Step-wise ionization e- + A → A* + e- → A+ + e- + e- 

Electron-ion recombination 

e- + AB+ → AB  

e- + e- + A+ → A* + e- 

Dissociative electron-ion 

recombination 
e- + AB+ → (AB)* → A + B* 
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Radiative electron-ion 

recombination 
e- + A+ → A* → A + hν 

Electron impact detachment e- + AB- → AB + e- + e- 

As energy is primarily transferred to gas molecule by the applied electric field, the 

amount of it transferred in different channels can be correlated to the reduced electric 

field of the plasma, E/n0, as indicative of the average energy transferred to gas 

molecule (figure 4.2).  

It is defined as a ratio of the applied electrical field (E) divided by the number of gas 

(n0), expressed as relative pressure, density or concentration of neutral species 

[2,12,13]. His ratio is referred to as Townsend (Td), where 1 Td is equivalent to 10-

21 V*m2 and 100 Td is equivalent to an electron temperature of 2 eV. 

CO2 is a linear triatomic molecule that possesses four vibrational modes. However, 

due to its symmetry, it possesses only three vibrational modes with one of them being 

doubly degenerate. These three modes are typically denoted by (a,b,c), and are 

associated with the symmetric stretch mode (1,0,0), the doubly degenerate 

symmetric bending mode (0,1,0), and the asymmetric stretch mode (0,0,1). The 

Figure 4.2 Fractions of non-thermal CO2 discharge energy transferred 

from plasma electrons to different channels of excitation of the molecule 

[1]. 
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energies for these modes are respectively 0.172 eV, 0.083 eV, and 0.291 eV. 

Furthermore, molecular interaction involves various channels, including electron-

translational (e-T), electron-vibrational (e-V), vibrational-vibrational (V-V), 

vibrational-translational (V-T), rotational-translational (R-T), and translational-

translational (T-T). The dissipation of electron energy can be attributed to electron 

transfers, i.e. e-T and e-V. The V-T mode transfers energy to the translational degrees 

of freedom via collisions, resulting in the conversion of vibrational energy into heat. 

The e-V transfer rapidly excites the discharge molecules' lowest vibrational states 

and is accompanied by V-V exchange within each vibrational mode, as well as V-V” 

exchange between different vibrational modes [14]. At electron temperatures that are 

typical for non-thermal discharges (Te ~ 1 eV), most of the discharge energy is 

transferred from plasma electrons to CO2 vibration.  Vibrational energy losses 

happen through vibrational-vibrational (VV and VV'') relaxation. This occurs at 

sufficiently high plasma ionization levels to attain a significant deviation from the 

equilibrium population of the CO2 ground electronic state (1Ʃ+).  

The direct dissociation of a vibrationally excited CO2 molecule (figure 4.3) leads to 

an electronically exited O atom and a CO molecule with same spin.   

CO2
*(1Ʃ+) → CO(1Ʃ+) + O(1D) Ea = 7 eV 

The reaction necessitates an energy exceeding 7 eV/molecule, which is higher than 

the theoretical value required for breaking the C=O bond (i.e., 5.5 eV/molecule).  

However, vibrational-vibrational (VV) collisions progressively populate the higher 

vibrational levels, ultimately causing the CO2 molecule to dissociate.  The gradual 

vibrational excitation leads to a spin change of (3B2), resulting in the formation of 

CO and an oxygen atom in the ground electronic state. This reaction is faster than 

direct dissociation because its activation energy is lower, which is the same as that 

of a C=O bond [2,13,15]. 

CO2
*(1Ʃ+) → CO2

*(3B2) → CO(1Ʃ+) + O(3P) Ea = 5.5 eV 
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The formed atomic oxygen is able to react with another CO2 molecule, according to 

reaction: 

CO2
*(3B2) + O(3P) → CO(1Ʃ+) + O2(

1Ʃ+) Ea = 0.3 eV 

4.2.2 Different type of reactor for CO2 splitting and Performance parameters  

Dielectric barrier discharges, microwave plasmas, gliding arc plasmas, atmospheric 

pressure glow discharges, nanosecond-pulsed discharges, and corona and spark 

discharges are all under investigation for their potential to convert CO2. These 

plasmas are distinct in their application of electricity and the specific values of 

electric field, reactor configuration, pressure, power, among other factors. In figure 

4.4, the fractions of non-thermal CO2 discharge energy transferred from plasma 

electrons to various channels of molecule excitation are demonstrated by the primary 

type of reactor design for CO2 splitting.  

Figure 4.3 Schematic illustration of direct dissociations (in red) and stepwise 

vibration excitation way (in green). The latter proceeds with a lower energy 

activation. Adapted from ref. [21] 
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At low reduced electric fields, energy is converted into the rotational and vibrational 

motion of molecules, resulting in electronic excitations. For example, at 50 Td, 

where MW and GA operate, almost all the energy (90%) is directed towards 

vibrational modes, thus increasing the speed of stepwise vibration excitation. 

Conversely, at reduced electric fields of >100 Td, high levels of electronic excitations 

lead to ionization and molecular dissociation. 

 DBD plasma operate in this region. For instance, at approximately 200 Td, the 

average electron energy of 2-3 eV is excessively high for efficient population of CO2 

vibrational levels. As a result, it is primarily transferred to electronic excitation, 

while only a small fraction is utilized for ionization and vibrational excitation 

Figure 4.4 The fraction of electron energy transferred to different excitation 

pathways, as well as to CO2 ionization and dissociation, is calculated based on the 

corresponding cross-sections of electron-impact reactions. It is calculated as a 

function of the reduced electric field (E/n), and the E/n regions specific to MW and 

GA plasmas, as well as DBD plasma, are displayed. From ref [2] 
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[2,15,16]. Consequently, vibrational excitation plays a minor role in the DBD region. 

However, the nature of the gas (CH4, H2O, H2, Ar, He, and N2) significantly 

influences this trend as the composition modifies the distribution of energy channels. 

Therefore, it is crucial to understand the magnitude of electric field reduction needed 

for a particular gas mixture to generate the relevant amounts of electronic activation, 

disassociation, and ionization. 

4.2.2.1 DBD plasma 

In 1857, Siemens carried out pioneering experiments with DBDs to produce ozone 

[17]. He designed a brand-new device which situated the electrodes beyond the 

plasma chamber, keeping them apart from the plasma. To sustain a discharge in a 

small circular gap between the two coaxial glass tubes, an alternating voltage with 

an appropriate amplitude was utilized.  

The DBD discharge type is commonly known for preventing electric current from 

entering by the dielectric barrier of the glass walls. DBD remains the most effective 

industrial technology for producing ozone from air or oxygen, and is also utilized in 

CO2 lasers[18], as a UV source in excimer lamps, and to treat polymer surfaces[19]. 

Its effectiveness persists even after a century. In addition, the utilization of dielectric 

barrier discharge (DBD) plasma has become prevalent due to its ease of construction, 

ability to operate under regular conditions, and scalability. Industrial-scale expansion 

can be achieved effortlessly by operating multiple DBD systems simultaneously 

[13]. 

This is also why DBD still remains in a leading position among plasma-chemical 

reactors. The use of a dielectric barrier makes DBD incapable of operating with 

direct current. Instead, it generally deploys frequencies between 0.05 and 500 kHz 

and high voltage, and an amplitude of 1–100 kV, is crucial to initiate gas discharges 

in the gap. Various materials with high breakdown strength and low dielectric loss, 

including glass, quartz, ceramics, or other functional materials, can be used as the 

dielectric barrier. After the barrier is formed, a metal electrode coating can be added. 
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The geometry may be planar or tubular depending on the application (figure 4.5). A 

gas flow is then applied between the discharge gap at about atmospheric pressure, 

which usually ranges from 0.1 to 10 atm but is typically set at 1 atm. The discharge 

gap can vary from 0.1 mm (as seen in plasma displays) to over 1 mm (for ozone 

generators) and up to several cm (in CO2 lasers).  

Alternatively, the metal electrodes can be coated with dielectrics by inverting the 

arrangement. These dielectric barrier discharges are also known as silent discharges 

because they are non-uniform and consist of multiple microdischarges spread across 

the discharge gap, preventing spark discharge and the resulting localized 

overheating, shock waves, and noise. This phenomenon is called the filamentary 

mode since plasma generation is confined to these micro-discharges. The plasma 

mode type is determined by the gas nature, either filamentary or homogeneous.  

CO2, alongside most gases, generates a filamentary mode with a plasma volume 

ranging from 1% to 10% of the gas volume [2,20], This mode is recognized by CO2 

being dissociated into CO and O due to electron impact, followed by two O atoms 

recombining into O2 [20,21]. The non-ionized residual gas serves as an energy-

Figure 4.5. Planar (a) or tubular dielectric barrier discharge configurations. 

From ref [2] 
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absorbing reservoir during micro-discharges and also collects and transfers long-

lasting species produced during these discharges [1,19,22]. Furthermore, DBD 

plasma has been most widely used because it is simple to build, easy to operate with 

more normal operating conditions, and easy to scale up or down. The scale up at an 

industrial scale can be easily done by using a number of DBD in parallel. 

4.2.2.2 MW e GA reactor  

When excited molecules collide with molecules in a ground state, they may lose 

energy through vibrational-translational (VT) relaxation. This process decreases 

vibrational levels and hampers the energy-efficient conversion of CO2 in the pathway 

of ascending vibrational ladder. Furthermore, the process raises the temperature of 

gas molecules. As the gas temperature increases, the rate coefficients for VT 

relaxation also accelerate, which expedites the vibrational depopulation process. In 

fact, VT relaxation plays a crucial role in both Microwave (MW) and Gliding arc 

(GA) plasmas, resulting in gas temperatures of 3000K or higher. This variant of 

plasma is commonly referred to as "warm plasma" due to its intermediate 

temperature range between non-thermal plasmas like DBD, which operate at or 

slightly above room temperature, and thermal plasmas, which exceed 10000K in gas 

temperature (equivalent to electron temperature). Microwave and gliding arc 

plasmas have higher electron temperatures than gas temperatures, categorizing them 

as non-thermal plasmas. The vibrational and gas temperatures typically become 

equal, allowing them to also be categorized as quasi-thermal plasmas. Accordingly, 

thermal processes are responsible for the majority of CO2 conversion in MW and GA 

plasmas during operation [23–25]. 

Microwave induced plasmas (figure 4.6 a) is an electrode-less system in which 

plasma is ignited and maintained by microwaves  (frequency from 300 MHz to 10 

GHz) [5]. Gas electrons adsorb energy by microwaves, giving rise to elastic 

collisions with heavy particles. After several elastic collisions, some inelastic and 

ionizing collisions are produced and the plasma is created [26]. Generally, a plasma 
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discharge system consists in: a microwave power source; microwave equipment 

(wave guides, tuning system); an ignition system and a gas injections [2,19,27].  

Gliding arc (figure 4.6) is composed of two diverging flat electrodes between which 

gas flows. By applying a potential difference between the two electrodes, a thermal 

arc plasma is formed in the narrower gap, which is then entrained by the gas flow to 

an increasing interelectrode distance up to a critical value beyond which the plasma 

becomes non-thermal. The plasma then traverses the space between the electrodes 

until it completely dissipates. If a 2D electrode geometry is used (figure 4.6 c), gas 

conversion is non-uniform because a significant portion of the gas does not pass 

through the active plasma region. Additionally, the arc requires a high gas flow rate 

for propulsion, which leads to limited gas residence time and further constrains 

conversion.  

Figure 4.6 Non-thermal plasma reactor configuration: Microwave induced 

plasma reactor (a,b) traditional gliding arc reactor (c,d) and gliding arc 

plasmatron (d,e). DBD is not reported. From ref [2] 



 

172 
 

A more efficient 3D cylindrical plasma reactor utilizing vortex flow stabilization 

through a tangential inlet is presented in figure e, called gliding arc plasmatron 

(GAP). A vortex gas flow is created depending on the diameter of the anode tube. 

When the anode diameter matches the cathode diameter, gas exits the reactor through 

the anode outlet, generating a forward vortex flow. If the diameter of the anode is 

smaller than that of the cathode, gas cannot escape the reactor at a rapid pace. Instead, 

the gas moves upward in a forward vortex along the walls of the reactor. As the gas 

reaches the top section of the reactor, friction and inertia cause it to lose velocity. 

Then, the gas moves downward in a smaller inner vortex known as a reverse vortex, 

where it combines with the plasma arc. This type of conversion results in greater 

energy efficiency [2,23].  

4.3 PLASMA CATALYSIS  

One of the key advantages of non-thermal plasma is its ability to induce a non-

equilibrium state through the activation of stable molecules. However, low 

selectivity for the intended formation of targets remains a significant concern. The 

reactive species produced by the electrons follow chemical kinetics principles, and 

consequently, they can recombine to form several different products based on the 

reaction conditions. Further, newly formed products can be destroyed by electron 

collisions. This is not a concern for the simple dissociation of CO2 because the only 

potential outputs are CO and O2, with minimal quantities of O3. However, the 

incorporation of a catalyst can improves the conversion efficiency. Plasma catalysis 

is a developing field in plasma processing, and it theoretically provides the benefits 

of both worlds.  

Plasma has the ability to activate inert molecules at room temperature, and these 

activated species can then undergo selective recombination on the surface of the 

catalyst, resulting in the desired products. Plasma-catalysis has been the subject of 

research for more than sixty years in reactive systems. A study conducted in 1954 

[28], on the formation of hydrazine in a low-pressure DC discharge of ammonia 
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found that coating the discharge tube walls with platinum increased the hydrazine 

yield due to its catalytic properties in hydrogen atom removal. Mizuno and 

colleagues [29] were the first to apply atmospheric pressure plasma with a catalyst 

to the synthesis of methanol from CH4 and CO2. The researchers analyzed the 

process in a dielectric barrier discharge utilizing a ZnO–CrO3–H2O catalyst. They 

concluded that this catalyst significantly improved the efficacy of the synthesis. 

The catalysts can be incorporated in the plasma setup by two main configurations 

(figure 4.7):  

(i) A two-stage configuration, where the catalyst is spatially separated from 

the plasma zone, either upstream or downstream; accordingly, only end 

products and long-lived intermediates undergo reactions with it. 

Furthermore, a multistage plasma-catalysis process may be implemented 

to include more than one catalyst in sequence. Each catalyst in the 

UV 

UV 

Two 

stage 

One stage 

Figure 4.7 Differt type of plasma-catalyst configuration 
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sequence has a unique functionality and can treat different components 

of the gas stream. Additionally, it is commonly utilized to remove 

unwanted by-products after plasma processing. 

(ii) Regarding the one-stage configuration, the catalyst is located within the 

discharge zone, allowing it to interact with all short-lived species, 

including excited species, radicals, photons, and electrons. This provides 

a substantial benefit as certain products that were previously unobtainable 

with the previous configuration can now be produced. Additionally, this 

method can be coupled with UV irradiation to generate plasma 

photocatalysis. 

Catalysts can be deposited onto electrodes or packed into the discharge zone. 

Catalyst options include pellets, fine powders, foams, honeycomb monoliths, various 

electrode materials, electrode coatings, and coated quartz wool. The ease of 

incorporating a catalyst into the discharge zone can vary depending on the plasma 

reactor used. Implementing a catalyst in a DBD reactor is typically straightforward 

because of the reactor's basic design and close-to-room temperature functionality. 

However, due to a high gas temperature in the discharge zone (1000-2000 K 

compared to 300-400 K for DBD), catalysts are usually placed downstream because 

of their limited thermal stability, despite MWs having a simple shape. Additionally, 

catalyst injection downstream is typical in GA discharges due to their complex 

geometries and high temperatures [2,30].  

4.3.1 Synergistic effect  

The one stage configuration, the most commonly utilized option, exhibits a 

synergistic relationship between plasma and catalyst. The combination of both 

creates a more profound impact than the mere sum of their individual contributions 

with respect to conversion, selectivity, and energy efficiency. For instance, a 

"synergy factor" was defined by Vandenbroucke et al. [31] in their investigation of 

plasma-catalytic removal of trichloroethylene (TCE), as the ratio of the degree of 
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TCE degradation by plasma-catalysis with the sum of the degrees of TCE 

degradation by plasma alone and the degrees of TCE degradation by catalyst alone. 

In a synergistic system, the synergy factor will be greater than one. This effect can 

be broadly explained as either the plasma altering the performance of the catalyst or 

the catalyst changing the discharge proprieties. The two types of effects are physical 

and chemical. Although physical effects are primarily responsible for improved 

energy efficiency, chemical effects can boost selectivity for specific commodities. 

Since the majority of CO and O2 is produced during CO2 splitting, the primary 

advantage of using the catalyst is to enhance energy efficiency[2]. 

The effects of adding a catalyst into a discharge gap are mainly physical: 

1. The electric field can be altered by geometric distortion and surface 

roughness of the catalyst [32]. For instance, contact points in a packed bed 

reactor, can change reaction rate and selectivity.  

2. Inside pore the electric field could be more intense, creating more powerful 

microdischarges, resulting in a different plasma behavior compared to the 

bulk [33].  

3. The interactions could lead to a change of discharge type, especially if 

insulating surfaces are used [34].  

4. The adsorption and desorption of species on the catalyst surface, affecting 

their concentration and conversion through prolonged residence time and 

altering the distribution of active species [35]. 

However, plasma effects on catalysts are reported to be both physical and chemical. 

However, the latter are less understood because they are associated with physical 

effects: 

1. Changes in its physicochemical properties, such as increased probability of 

adsorption on the catalyst surface, change in catalyst surface area by sintering 

and particle agglomeration, change in the oxidation state of the catalyst or 

reduction of metal oxide catalysts to metallic form, reduced coke formation 

on the surface, and change in the work function of the catalyst. 
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2. Formation of local high temperature spots on the surface by high energetic 

microdischarges that influence local reaction rates and product selectivity, as 

well as coke deposition rate.  

3. Activation of the catalyst by photon irradiation emission. 

4. New reaction pathways for the presence of a wide variety of reactive species 

and strong microdischarges.  

5. Lower activation energies thanks to activation of gas molecule by plasma 

(vibrational excitement).  

In addition, the presence of inert gases such as N2, Ar, and He in the plasma can alter 

the plasma-catalyst interactions increasing CO2 conversion, with Ar performing 

better than He [36]. 

Because of these synergistic effects, there is a constant interaction between the active 

and neutral species of the gas phase, the properties of the plasma and the various 

physical, chemical, thermal and electrical properties of the catalyst, and vice-versa 

Figure 4.8 Summary of Plasma effects on catalysts and vice versa 
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(figure 4 .8). For this reason, although a generalization has been made, it cannot 

include all possible interactions, which should be studied on a case-by-case basis. 

4.4 Performance parameters and reactor design influence on CO2 splitting  

Several critical metrics are used to evaluate the performance of a plasma reactor. Two 

essential metrics, conversion (χ) and energy efficiency (η), are conventionally 

utilized to define process efficiency. Additionally, from these two, specific energy 

input (SEI) and selectivity to the target compounds are important variables to 

consider. However, as only one valuable product is produced during CO2 

dissociation, the selectivity parameter is unnecessary. 

The specific energy input is calculated by the ration of plasma power with gas flow 

rate, and it can be expressed in J cm-3 or kJ/L or electron volts (eV) per molecule 

(24.5 L/mol is valid for 298 K and 1 atm): 

SEI (J cm-3 or kJ L-1) = 
Power (kW)

𝐹𝑙𝑜𝑤 𝑟𝑎𝑡𝑒 (𝐿 /𝑠𝑒𝑐)
  

SEI (eV/molecule) = SEI (𝐾𝐽/𝐿) ∗ (
6,24∗1021 (𝑒𝑉 𝐾𝐽−1)∗24.5 (𝐿 𝑚𝑜𝑙−1)

6,022∗1023(𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 𝑚𝑜𝑙−1)
) 

 

The calculation of conversion can consider the yield of byproducts. However, this 

approach ignores any undesired byproducts or coke formation. Therefore, it is 

advisable to calculate the conversion based on the amount of unreacted gas.  

Χ (%) = (
ṅ in−ṅ out

ṅ out
) ∗ 100  

Where ṅ indicates the molar flow rates (mol/s) entering and exiting the system.  

The energy efficiency and cost are contingent upon the specific process being 

analyzed. The energy efficiency measures how effectively the process operates in 

comparison to the standard reaction enthalpy, taking into account the specific energy 

input (SEI): 

ⴄ(%)= 
ΔH°(KJ mol−1)∗Χ(%)

𝑆𝐸𝐼(𝐾𝐽 𝑚𝑜𝑙−1)
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Where ΔH° indicates the enthalpy variation associated with the reaction at 298,15K. 

For instance, in the case of pure CO2 splitting ΔH°298K is 283 kJ mol-1 or 2.93 

eV/molecule is SEI is calculated in this manner.  

The energy cost (EC) refers to the quantity of energy utilized during the processing: 

EC= 
𝑆𝐸𝐼 (𝐾𝐽 𝑚𝑜𝑙−1)∗24.5 (𝐿 𝑚𝑜𝑙−1)

Χ
 

 

Except for conversion, all the parameters are proportional (directly or indirectly) to 

SEI and therefore to plasma power. Moreover, this parameter enables the comparison 

of discharges across different configurations, such as shape, dimensions, working 

gas mixtures, and driving voltage waveforms. Generally electrical power is provided 

by a generator but not all the power is used by plasma. In fact, part of the energy is 

dissipated by the set-up resistance or is transferred as gas heating [37]. The actual 

plasma power is calculated by detecting the transported charge with a current 

transformer and measuring the voltage drop across the electrode gap with a high 

voltage and low voltage probe. These measurements are obtained through a digital 

oscilloscope. The applied voltage and the dissipated charge result in a Q-U graph, 

also known as a Lissajous figure, which can be used to determine the plasma power 

by measuring the area of the resulting graph [36,38,39].  

After explaining the most frequently employed CO2 splitting reactor types and how 

the energy is transferred from the plasma to the molecules' different excitation levels 

within them, an outline of the diverse aspects that impact the process is presented. 

Explanatory in this context is figure 4.9, reported by Snoeckx et Bogaerts [2]. The 

image compares literature data for different reactor types while considering 

limitations resulting from thermodynamics and the target efficiency to achieve.  

The thermal equilibrium limit is due to the high energy required to break a C=O 

bond, while the target efficiency is derived Spencer et al.’s work [40] predicting that 

plasma-based CO2 processes need to achieve an energy efficiency of at least 52-60% 

to eliminate all CO2 emissions from a natural gas power plant while maintaining 
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energetic net positivity and a zero carbon footprint. The image demonstrates that all 

types of reactors have limitations when it comes to both energy efficiency and 

conversion. They often exhibit high conversion rates at the expense of low efficiency 

and vice versa.  Gliding arc reactors display strong energy efficiency potential and 

can achieve the desired target, but the conversion rate is usually less than 20%. On 

the flip side, the efficiency of DBD reactors is lacking, typically around 10%, due to 

energy being transferred mainly through high levels of electronic excitations that 

lead to ionization and molecular dissociation. This also clarifies the reason why 

conversion rates increase to 40%. A vast range of conversion rates and energy 

efficiencies can be attained through microwave discharges in transforming pure CO2. 

The efficiency target is attained with a conversion of around 40%. However, despite 

most research obtaining extremely high conversion rates (over 60%), the energy 

efficiency hovers around 5%. 

Figure 4.9 Comparison of literature data for CO2 splitting in different plasma 

types, illustrating the energy efficiency in relation to conversion. The study also 

displays the thermal equilibrium limit and the targeted efficiency. 
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An ideal reactor should be located at the top right of the graph, indicating high 

efficiency and conversion rates. However, currently, there is no reactor or 

configuration that meets these criteria. According to the brief analysis, MW plasma 

appears to be the most promising technology. However, the commercial and 

industrial feasibility of the process depends on various factors beyond the MW 

discharges and values illustrated in the graph. For instance, it is important to consider 

that many applications occur under reduced pressure, which can reduce the overall 

efficiency of the process. In contrast, the GA and DBD reactors operate at 

atmospheric pressure. Additionally, the DBD reactor features a straightforward 

design that can be easily scaled up for industrial use, with established applications 

such as ozone production [41] or VOC abatement [42].  

Regarding the DBD reactor, multiple strategies have been evaluated for achieving 

higher CO2 conversion and energy efficiency values. Since the process involves the 

interaction among plasma, gas, and the reactor, one can modify each of them in a 

specific way:  it is possible to vary the parameters that generate the plasma (power 

and frequency), or those that affect the gas (flow rate and type of gas), or even change 

the reactor. In the latter case, we can change either the geometry, specifically the 

discharge length or the gap in the discharge zone, or the used materials, including 

the electrodes and the dielectric. 

 

4.4.1 Plasma parameters 

The applied voltage and frequency are the most adjusted parameters to investigate 

plasma behavior. Usually at the increase of the voltage, the CO2 conversion increases 

because more power is applied, only a slightly reduction of energy efficiency is 

observed [43–45]. Increasing the applied power means increasing the electric field 

and thus the electron density and average energy (i.e., temperature). However, the 

positive effect could be valid as long as the energy remains low. In fact, for higher 

powers (>50W) some factors intervene that reduce the effect of electron density. An 
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increase is observed in the possibility of recombination between CO and O, which 

leads to a decrease in net CO2 conversion, as well as an increase in power 

dissipation[45,46]. A significant portion of the applied power is inevitably wasted as 

gas heating, but its effects on CO2 thermodynamics are negligible since it is still close 

to room temperature. In addition, abnormal discharge (corona) inside the trapped air 

between the wrapped outer electrode and the dielectric could be observed, drastically 

reducing the conversion [46–48]. This is consistent with the results of Niu and 

colleagues [49] who observed a significant increase in the conversion of CO2 up to 

13 kV (peak to peak voltage). However, for higher voltages, there was a substantial 

decrease in energy efficiency, with a small increase in conversion. 

Increased frequency can impact the memory effect by accumulating charges and 

polarization on the dielectric surface due to the higher speed of voltage switching 

between electrodes [1]. As a result, the higher filamentary regime leads to lowered 

breakdown voltage[20]. Thus, a reduction in the electric field within the plasma 

discharge results in a decrease in the average energy of electrons, leading to a lower 

number of electrons participating in the CO2 dissociation process[44,50,51]. This, in 

turn, leads to decreased conversion and energy efficiency[43,44,52].  

4.4.2 Effect of the gas flow rate and chemical composition  

The gas flow rate determines the residence time of gas in the reactor gap volume, 

which in turn affects the gas conversion rate. When using a low gas flow rate, gas 

molecules remain in the plasma regions for a longer period, increasing the likelihood 

of interaction and obtaining higher conversion rates. Conversely, high flow rates 

result in a shorter residence time of gas in the reactor volume and lead to lower 

conversion rates [2,49,53]. Achieving high flow rates is crucial for scaling up in the 

industry [43]. Furthermore, flow rate impacts other parameters. Specifically, 

increasing the gas flow rate leads to a decrease in SEI and energy cost, while boosting 

energy efficiency [43,46,49]. Anyway the effect of flow rates seems less dominant 

then applied power [54]. However, greatly increasing the residence time (or 

decreasing the gas flow rate) is not the ideal choice for increasing performance, both 
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because larger flows are preferable on an industrial scale, and because the conversion 

reaches equilibrium and does not increase after a given residence time [21,39]. 

The use of an inert gas such as helium, argon, or occasionally nitrogen is a common 

tactic to enhance conversion and energy efficiency in plasma-based processes. In fact  

these gas reduced the breakdown voltage if compared with pure CO2 because the 

inert gas increase the first Townsend ionization coefficient α and consequently 

number of secondary electrons created per unit length along the electric field 

[1,6,55]. This also explains why better results are obtained with Ar than with He. 

Additionally, the higher energy for ionization and excitation of Ar and He then CO2 

results in a decreased likelihood of inelastic collisions between electrons and Ar or 

He, as well as recombination with Ar+ or He+ ions in the Ar or He plasma. As a result, 

there is a longer mean free path in the Ar or He plasma, giving electrons more time 

to accelerate in the applied electric field, allowing for electrical breakdown to occur 

with lower voltages.  However, it must be kept in mind that the absolute conversion 

is typically lower then pure CO2 because the gas is diluted. As a consequence, the 

energy efficiency also decreases.  

For instance, Remakers et al.[36] reached a conversion of 41% and 25% at an applied 

power of 80 W, a frequency of 23.5 kHz and gap of 1.83 mm but in a mixture of 

CO2/Ar(95%) or CO2/He(95%) respectively, observing a CO2 conversion drop from 

about 5.5% (in pure CO2) to 2% upon addition of 95% Ar, and even to 1.2% in the 

case of adding 95% He. N2 improves the absolute CO2 conversion by dissociating 

CO2 during collision with N2 metastable molecules, which is sufficient to counter the 

mixture's lowered CO2 level. The addition of N2 produces varying results. 

Nevertheless, the introduction of N2 in the mixture generates undesired by-products, 

such as N2O and several NOx compounds at levels that pose a significant air pollution 

hazard [56,57]. 

4.4.3 Influence of reactor  

The performance of a DBD reactor can be influenced by both the gas composition 

and flow rate, as well as by the reactor's features such as geometry, dielectric and 
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electrode shape. The length of the discharge zone and other factors can affect the 

plasma behavior within the reactor. 

Concerning the electrodes material, Li et al. [58] comparing aluminum rod, copper 

and stainless steel inner electrode highlights the importance of a both electrical and 

thermal conductivity in CO2 conversion. Improved electrical conductivity can 

release high-energy electrons, leading to more reactive species and greater CO2 

conversion rates. On the other hand, higher thermal conductivity raises the inner 

electrode's temperature, requiring additional energy for heat and reducing the 

positive effect of higher electrical conductivity on CO2 breakdown. In agreement, 

research by Wang et al.[59], shows that Cu and Au electrodes increase the conversion 

rate by 1.5 times compared to Fe electrodes and by three times the energy efficiency 

compared to a Rh electrode under identical conditions. Similar conclusion were 

obtained by Dat et Kamble comparing Cu and Pyrex electrode [52]. Nonetheless, 

these electrodes and coatings can be pricey and vulnerable to chemical (oxidation) 

and plasma erosion (as Au sputtering), despite their effectiveness. In the case of an 

external electrode the thermal conductivity has less importance as fully exposed to 

air. This allowed for the accumulated heat within the reactor to be released more 

quickly from the outer electrode than from the inner electrode [58]. 

The electrode length affects the discharge zone length and the residence time within 

the plasma zone, which enhances CO2 conversion [54]. This is due to the increased 

probability of CO2 molecules colliding with highly energetic electrons and reactive 

species [48,49]. However, for the same power input, the electron flux density 

decreased since the plasma field strength decreased due to an increase in plasma 

volume. Additionally, increasing the surface area of the dielectric material results in 

increased energy loss through heat dissipation [60,61].  

Another controversial parameter in the DBD reactor is the choice of dielectric 

material. It is responsible for maintaining a cool and uniform plasma by preventing 

arcing and must be able to withstand the reactive conditions present. The dielectric's 

nature and thickness are directly related to physical parameters such as the secondary 
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electron emission coefficient and dielectric constant [62]. The dielectric constant 

affects the flow of current during the discharge, thereby altering the electron density. 

Belov et al.[63] observed that the conductive properties of the dielectric material may 

play a crucial role in CO2 discharge. They found that the conversion rate was higher 

when a conductive layer was deposited on the inner side of the outer dielectric wall, 

compared to uncoated surfaces. Li et al. [64] achieved higher conversion rates 

through the use of a Ca0.7Sr0.3TiO3 ceramic with 0.5 wt.% Li2Si2O5 additive as a 

dielectric barrier. This is due to the ceramic's higher relative permittivity compared 

to alumina or silica glass, which allows for greater discharge currents.  

Wang et al. [65]  also utilized the same ceramic, but added varying percentages (0.5-

5 wt%) of CaO-B2O3-SiO2 glass. They found that this resulted in an increase in 

conversion and energy. At the same an higher dielectric permittivity can increase the 

amount of energy dissipated as heat[37]. The dielectric material also affects the 

coefficient of secondary emission (γ) since it is related to the self-sustainment of the 

plasma and the emitted secondary electron [1,19]. For example, Ohtsu et al. [66] 

reported a decreased breakdown voltage for plasma ignition using MgO metal-oxide 

dielectric as a result of increased secondary electron emission. However, alumina 

and quartz remain the most commonly used materials due to their good dielectric 

properties [43] and affordability, despite these results.  

Alumina appears to be less brittle and more stable [20], but quartz allows for Optical 

Emission Spectroscopy to investigate active plasma species as a spectroscopic 

method. The thickness of the dielectric affects plasma behavior by increasing the 

number of microdischarges. However, it also decreases transferred change [62] and 

thus conversion and energy efficiency. This is due to the higher probability of 

interaction with a CO2 molecule [43]. Additionally, power dissipation as heat is more 

significant with thicker dielectric [37].  

The gap size has a great influence both on the reactor volume and on the electric field 

straight. If a greater gap increases the residence time which can have positive effect 

on the CO2 conversion, at the same time it decreased the reduced electric field inside 
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the discharge gap at same applied potential. Consequently lower electron 

temperature results from a less strongly reduced electric field, ensuing in lower 

probability for electron impact excitation and ionization processes, which are the 

most important reactions for CO2 dissociation in a DBD reactor [2,19]. These leads 

to a minor density of electrons and ions, resulting in an overall less reactive plasma 

and thus higher conversion. In addition, for a larger gap less microdischarges per 

period are formed because the streamers cannot fully bridge the discharge volume 

and a microdischarge is not established [1,5,60]. All these effect leads to reduction 

of overall conversion and efficiency [20,21,39,60]. For example, Uytdenhouwen et 

al. [21] observed a extreme drops in CO2 conversion, from 53.6% for a gap size of 

455 µm to only 23% at 4705 µm. In addition, using different flow rates for diverse 

gaps, they noticed that the overall efficiency of each reactor is similar for low SEI 

value, while it becomes crucial at grater SEI.  

4.4.4 Effect of temperature and pressure     

One of the most critical factors controlling reaction rates in thermochemical 

reactions is gas temperature. In a DBD reactor, heat comes from dielectric heating 

and gas warming: Dielectric heating is caused by dielectric hysteresis phenomena, 

which results in the consumption of significant energy, while gas eating is due to 

energy transferred from electrons to neutral particles in the form of rotational and 

vibrational excitation. However, the effect of temperature on plasma-based 

conversion in a DBD is less obvious. For instance, Paulussen et al. [67] observed a 

small and linear rise in conversion from 26% to 28.5% when the inlet gas was heated 

from 303 K to 443 K. Conversely Khunda et al. [68] measured a decrease in 

conversion from 273 to 293 K. Since CO2 splitting is an endothermic reaction, 

increasing the temperature could have a positive effect. Besides, more energy is 

transferred to the vibrational levels of CO2, facilitating the vibrational ladder 

climbing process rather than electronic excitation. However, an increase in 

temperature can also lead to a higher power dissipation, reducing the overall energy 

efficiency of the reactor [45].  In addition, as the reactor temperature rises, the 
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dielectric medium heats up, which has a negative effect on the dielectric coefficient. 

As a result, the discharge characteristics may be adversely affected, resulting in 

reduced electric field strength [46]. Moreover, as the gas heats up, it expands, 

reducing the residence time in the reactor. To avoid excessive heating of the gas, the 

reactor wall material should have a high thermal conductivity and low dielectric 

permittivity while the  dielectric thickness should be modulated to reduce gas 

overheating [37]. This may partly explain why alumina performs well as a dielectric 

barrier material [43]. Alternatively pulsing the power or cooling down DBD may be 

useful to reduce the gas heating [43,69].  

Most experiments on CO2 splitting by DBD have been conducted at ambient 

pressure. However, the industry often requires high working pressures. An increase 

in pressure has a negative impact on the thermodynamic equilibrium of the reaction. 

This is due to Le Chatelier's principle, which states that the reaction shifts toward the 

reactants, subsequently reducing the conversion. Additionally, Paschen's law dictates 

that an increase in pressure has an adverse effect on the breakdown potential and the 

consequent maintenance of the discharge [1,70]. In fact, Uytdenhouwen et al.[21] 

observed a decline in conversion when increasing the pressure from 1 to 3 bar. 

However, they expected a greater decrease, suggesting that an increase in pressure 

can enhance the reaction rate. This was further supported by Hosseini Rad et al. [71], 

who found that using a CeO2-coated packed bed at 2 bar resulted in a fourfold 

increase in energy yield for CO production compared to an empty reactor at 1 bar. 

Moreover, Belov et al.[72] reported an increase in CO2 conversion until 1.5 bar, 

explain that an increased pressure leads to greater discharge currents but 

simultaneously decreasing the number of filaments. In conclusion, the influence of 

temperature and pressure on CO2 splitting by DBD plasma is not fully understood 

and further studies are needed. However, it seems that an increase in temperature, 

which is also synonymous with more power dissipated by the reactor, is unfavorable, 

while an increase in pressure seems to have a dual and opposite effect on 

performance.  
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4.4.5 Effect of packing   

As mentioned earlier (plasma catalysts, section 4.4), incorporating a packing 

material within the discharge gap could enhance the efficiency of the DBD reactor. 

However, it has no impact on the selectivity during CO2 splitting. The addition of the 

packing material has been attributed to the interaction between the individual beads 

inside the plasma reactor and between the beads and dielectric barrier through 

modeling [15,73]. A packed bed effect could cause the discharge behavior to change 

from filamentary to a mixture of surface and filamentary discharge. Filamentary 

discharges are limited to the narrow gap between the pellet-pellet and pellet-

dielectric wall, while surface discharges can occur on the surface of the pellets at 

their contact points. Based on the characteristics of the packing materials, including 

contact angle, shape, and dielectric constant, the local electric field in the gas region 

around these contact points could be up to 10-104 times larger. This increases the 

electron temperature and decreases the breakdown voltage [73–75].   

Several types of packing materials where used including SiO2[39,76], 

Al2O3[39,76,77], ZrO2[39,73,76,78], BaTiO3[74,76,79], CaO[75] and TiO2[79,80] 

which influence the dielectric constant and electric strength, ultimately reducing the 

breakdown voltage [74–76]. A larger dielectric constant result in stronger 

polarization of the dielectric material, leading to a larger difference between closely 

spaced opposing charges in the vicinity of the contact points of the dielectric objects. 

It is important to note that the use of specific packing materials can have a significant 

impact on the performance of the dielectric materials. Anyway, once the dielectric 

constant reaches a certain level, the enhancement plateaus [10,81]. Furthermore as 

the electric field strength increases, the electrons can move faster with the enhanced 

electric field and this could increase the electron loss rate at the walls, resulting in a 

lower overall electron density [81]. On the other hand, the size of the packing 

material significantly affects the reactor's performance. Introducing a packed bead 

inside the gap decreases the discharge volume, thereby reducing the residence time 

of the gas inside the reactor. This effect is particularly relevant when using smaller 
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particles. For instance, Michielsen et al. [76] found that CO2 conversion and energy 

efficiency were lower when using  Al2O3, ZrO2 and SiO2 dielectric packing for 

particles smaller than 1.6-1.8 mm at the same flow rate compared to an empty reactor. 

However, when BaTiO3 was used, improved results were observed for all 

investigated particle sizes due to its higher dielectric constant. In larger packing 

dimensions, more voids are present among dielectric particles, resulting in a lower 

probability of electron losses on particle surfaces, leading to increased electron 

density and performance[81].  

Another significant factor could be the gas composition. Butterworth and colleagues 

[82] observed that increasing CO2 concentration in a CO2-Ar mix using small Al2O3 

particles (180-300 µm) resulted in a drop of conversion, and no conversion occurred 

with particle sizes under 850 µm for 100% CO2. 

In conclusion the effect of a packing material is controversial. The parameters 

influencing the rector performances are: 

1) The particles materials: Higher dielectric constants lead to increased material 

polarization, which in turn results in a higher local electric field. The ultimate 

effect of this phenomenon is increased conversion due to a lower breakdown 

voltage and higher electron temperature. 

2) The particle size: A smaller packing dimension increases the contact points 

between particles, resulting in an increase in the local electric field and a 

decrease in the breakdown voltage. However, it also leads to a reduction in 

electron density due to the higher probability of electron losses through 

collisions with the surface of the particles. Smaller grains reduce the voids, 

causing the discharge behavior to shift from filamentary to a mixture of 

surface and filamentary discharge. Additionally, plasma-catalyst interactions 

are heightened. However, these benefits may be outweighed by the shorter 

residence time of the gas in the reactor.  

3) The gas composition could influence the packing effect, but further 

investigation should be done.  
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5 

CO2 splitting using porous electrodes and boehmite layer 

5.1 Introduction and aim of the chapter 

This section discusses the influence of a tubular and coaxial DBD reactor with a 

porous tube as the internal electrode on CO2 splitting into CO and O2. The previous 

chapter provided an overview of the current state of the art and a comprehensive 

description of the various parameters that affect the plasma-based reaction. Several 

reviews on the subject are also referenced.  

The main focus of this chapter is on the reactor design and the impact of the inner 

electrode porosity on CO2 splitting. The study compares the results of two different 

porosities (0.2 μm and 0.5 μm) with a smooth inner electrode. Furthermore, the 

research examines whether altering the gas path within the reactor can enhance 

conversion. The gas can flow in either a shell in – shell out configuration, solely 

through the gap between the inner electrode and dielectric, or in a shell – in tube out 

configuration, passing through the porous inner electrode (figure 5.1).  

This study aims to compare the performance of a thin film of boehmite (γ-Al2O3) 

deposited on the internal electrode with that of a reactor packed with γ-Al2O3 spheres. 

The objective of this study is to determine whether the thin film reactor can achieve 

comparable or superior performance to the packed reactor, potentially opening up 

new possibilities in the field of plasma-catalysis. Alumina is commonly used as a 

catalyst or support for other metals that catalyze plasma reactions. However, the 

performance of the latter often decreases due to a reduction in residence time. A thin 

alumina film could provide catalytic support without the side effects of packing. 
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5.2 Experimental  

5.2.1 Reactor design  

The set-up used in this work is schematically illustrated in scheme 5.1, while a more 

detailed image of DBD reactor is presented in figure 5.1.  

The device consists of a tubular DBD reactor composed of a cylindrical alumina 

dielectric tube (thickness 4 mm) with an external aluminum foil electrode. The 

internal electrode is a stainless-steel cylindrical membrane (Mott Corporation; length 

10 cm, diameter 3.8 cm) with two different porosities (0.2 μm, 0.5 µm). The distance 

between the internal electrode and the dielectric was 2.7 mm. The deposited 

boehmite layer did not significantly affect the gap dimension, as it was less than 1 

μm thick. The experiments were conducted with the reactor in an empty state, as well 

as with 1 mm diameter γ-alumina spheres (Sigma-Aldrich) as packing materials. 

 

5.2.2 Gas circuit  

The reactor was injected with pure CO2 or diluted gas (20% Ar/80% CO2) at three 

different flow rates (20, 30, and 50 ml min-1). The gas flow residence time inside the 

Scheme 5.1 Schematical refiguration of the experimental set up 
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reactor was estimated for both the empty and packed configurations, as shown in 

table 5.1 

Table 5.1 Residence time for different gas flow and packaging  

 

Although small flow rates may not be practical in an industrial setting [1], this study 

examines the individual impacts of the porosity of the internal electrode and the 

boehmite layer. Furthermore, as reported in the previous chapter, several studies have 

demonstrated the impact of increasing the flow rate in a reactor. However using 

larger reaction volumes or setting up multiple reactors in parallel may be a 

complementary solution [2].  

In addition, the gas flow was flushed inside the reactor into two ways as shown figure 

5.1:  

• shell in-shell out: The gas enters and exits the gap between the internal tube 

and the dielectric.  

• shell in-tube out: The gas enters the electrode through a gap and exits from 

its internal part after passing through the porous electrode. However, gas 

diffusion is not possible inside the smooth tube, making this configuration 

untestable. 

 

Flow rate 

 (ml*min-1) 

Residence Time-Empty  

(s) 

Residence Time-

Packed (s) 

20 25.4 16.8 

30 17 11.2 

50 10.2 6.7 
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Considering the different configurations, gas flow rates and gas feed a total of 84 

experiments are performed and summarized in table 5.2. The results are reported in 

table B1 in appendix B. 

Table 5.2 schematical representation of performed tests. 

Porosity Gas composition 
Gas flow 

configuration 

Flow rate 

(ml*min-1) 

 

 

0 (a) 

 

CO2 

 

 

Shell in - shell out 

 

20 

30 

50 

 

20% Ar – 80% CO2 

 

 

Shell in - shell out 

 

20 

30 

50 

 

 

 

 

 

0.2(b) 

 

 

CO2 

 

 

Shell in - shell out 

 

20 

30 

50 

 

Shell in - tube out 

 

20 

30 

50 

 

20% Ar – 80% CO2 Shell in - shell out 
20 

30 

Figure 5.1  Illustration of reactor flow configurations shell in-tube out (a), 

shell in-shell out (b) and pictural representation (c)  
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  50 

 

Shell in - tube out 

 

20 

30 

50 

 

 

 

 

 

0.5(b) 

 

 

CO2 

 

 

Shell in - shell out 

 

20 

30 

50 

 

Shell in - tube out 

 

20 

30 

50 

 

 

 

20% Ar – 80% CO2 

 

 

Shell in - shell out 

 

20 

30 

50 

 

Shell in - tube out 

 

20 

30 

50 

(a) The smooth electrode was tested empty or packed with γ-Al2O3 spheres 

(b) 0.2 and 0.5 were tested empty, packed and with boehmite layer  

 

 

5.2.3 Performance evaluations  

The gas stream exiting the reactor was analyzed using a gas chromatograph (GC 

Thermoscientific, trace 1310) equipped with two thermal conductivity detector 

(TCD) channels and a flame ionization detector (FID). Only the TCD channels were 

used since the only other products of this reaction, besides unreacted CO2, were CO 

and O2. 

The performances of different tested configurations were evaluated considering 

conversion (X), specific energy input (SEI) and energy efficiency (η). The converted 

CO2 moles are also reported. 

The formula used to estimate CO2 conversion is as follows: 

Χ (%) = (
ṅ in−ṅ out

ṅ out
) ∗ 100 (1) 

Where ṅ indicates the CO2 molar flow rates (mol*min-1) entering and exiting the 

system.  

The specific energy input is calculated in kJ*L-1 as follows:  
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SEI (kJ L-1) = 
Power (kW)

Flow rate (L /sec)
 (2) 

The energy efficiency is contingent upon the specific process being analyzed. The 

energy efficiency measures how effectively the process operates in comparison to 

the standard reaction enthalpy, taking into account the specific energy input: 

η(%)= 
ΔH°(KJ mol−1)∗Χ(%)

SEI(KJ mol−1)
 (3) 

Where ΔH° indicates the enthalpy variation associated with CO2 splitting at 298,15K 

equal to 283 kJ mol-1. The conversion rate (mmolCO2 h
-1) refers to the number of 

millimoles converted in 1 hour: 

Conversion rate= Χ ∗  ṅ in ∗ 1000 ∗ 60 (4) 

 

5.2.4 Electrical characterization  

The outer electrode was connected to a high-voltage generator (AFS G05S-150k) 

while the internal electrode was connected to the ground via three external capacitors 

connected in series, each with a capacitance of 100 nF. The input signal was 

monitored by a high voltage prove (Tektronix) at an imposed frequency of 35 KHz 

and adjustable amplitude, depending on reactor configuration and gas composition, 

in order to have a constant applied power of 70 W. The input signal was amplified 

by a factor 1000. The behavior of the plasma was monitored, and all signals were 

recorded using a digital oscilloscope (Picotech Picoscope 6402D). The real plasma 

power was calculated using the area of the Q-U graph, also known as a Lissajous 

figure, which was created using the applied voltage and the dissipated charge using 

a MATLAB script [3]:  

𝑃 =
1

𝑇
∮ 𝑈(𝑄) 𝑑𝑄 (5) 

 

5.2.5 Boehmite coating  

Deposition of a thin layer of boehmite on the porous stainless-steel electrode 

involved a pre-calcination step of the stainless-steel tube at 550°C for 1 hour. This 
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was followed by three consecutive stages, following the procedure reported in 

literature [4]: (i) preparation of a aqueous solution of boehmite and additives; (ii) 

deposition with controlled parameters (dip-coating); (iii) controlled drying and 

annealing.  

(i) Alumisol 10 A (Boehmite conc. 10.1 wt%), a commercial boehmite 

solution, was purchased from Kawaken fine Chemicals, Japan. Three 

electrode solutions were created by diluting Alumisol 10 A in distilled 

water with boehmite loadings of 0.9 wt%, 1.2 wt%, and 1.8 wt%. Each 

of these solutions were then combined with a water-based solution of 

organic additives, specifically 3.5 wt% polyvinyl alcohol (PVA) (MW 

130000) and 1 wt% polyethylene glycol (PEG) (MW 400).  

(ii) The boehmite dispersion is applied to the electrode supports using a 

specially designed automated system. The setup includes a pneumatic 

slider that accommodates a membrane holder, and it was remotely 

programmed in immersion speed (5 mms-1), waiting time inside solution 

(5s), withdrawal speed (5 mms-1), and number of dips (2 or 4).  

(iii) In a climate-controlled room set at 40°C and 60% relative humidity, the 

deposited layer is dried for one hour while rotating. Subsequently, the 

layer is sintered in a static air furnace for one hour at 550°C.   

The thickness and the loading of the different layer for different boehmite 

concentration is reported in Table B2.  

5.2.6 Boehmite characterization  

A field emission scanning electron microscope (FESEM, ZEISS Auriga) operating 

at an accelerating voltage of 5KV was used to examine the morphology of the 

boehmite. Images were collected on both boehmite coating as powder and boehmite-

covered electrode. 

X-ray diffraction (XRD) measurements were conducted on boehmite powder using 

a Bruker D8-Advance diffractometer with a Cu-Kα (λ= 1.54186 Å) 
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monochromatized radiation source. The scans were collected at a continuous rate of 

one degree per minute over an angular range of 0° to 90° at 25 °C. The step size was 

0.02° with a dwell period of 1.2 s for each increment, by applying an accelerating 

voltage and current of 40 kV and 30 mA, respectively.  

The chemical surface composition of the boehmite powder was examined using 

ultrahigh vacuum X-ray photoelectron spectroscopy (Thermo Scientific K-Alpha). 

The instrument was equipped with an Al anode (Al Kα=1486.68 eV) 

monochromatized X-ray source. Wide-range survey spectra were recorded using a 

200 eV pass energy, while high-resolution core level spectra were captured using a 

50 eV pass energy. The background pressure within the analytical chamber was 

maintained at or below 8e-8 mbar. To account for surface charge, all spectra were 

taken using the flood cannon (low energy Ar+ ions). 

The surface area of boehmite powder was determined by the physical adsorption of 

N2 onto the surface of the sample at liquid nitrogen temperatures by using a Trifex 

sorption analyzer (Micromeritics) system.  
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5.3 Results  

5.3.1 Boehmite coating deposition 

Figure 5.2 shows the SEM images for boehmite layers deposited on 0.5 μm, as 

illustrative example, according to different number of immersion and concentration 

of boehmite in dip solution using same amount of polymers (table B2).  

The SEM images indicate that increasing the number of immersions and the 

concentration of boehmite in the dip solution gradually fills the tube pores.  This 

effect is especially noticeable in the images obtained with 1.8 wt% and 4 immersions, 

where the boehmite layer completely covers the pores and some irregular cracks can 

be observed due to thermal stress during annealing at 550°C.  Table B2 reports the 

thickness and loading of boehmite for each electrode. If the loading and thickness 

increase with a greater number of immersions, the viscosity of the dip solution 

increases with a higher amount of boehmite (wt%) [4,5] and a greater loading is 

obtained. In fact, boehmite solutions have pseudoplastic (shear-thinning) behavior at 

all pH values because of weak Van der Waals interactions between the particles [5].  

The optimal condition for obtaining a coating without significantly reducing 

electrode porosity was the boehmite layer thickness obtained through 2 immersions 

and 0.9 wt%. Figure B1 displays the electrode covered in boehmite.  

Figure 5.2 SEM images of different boehmite layers for 0.5 μm 



 

206 
 

The BET isotherm method was used to investigate the superficial area and porosity 

of the boehmite. As shown in figure 5.3 (a), the boehmite (analyzed as powder after 

annealing) exhibited an IV type isotherm with an H3 type hysteresis [6]. This 

indicates the presence of mesoporous holes with dimensions of 4.1 nm, while the 

surface area is 320 m2g-1.  

Figure 5.3 (b) shows the XRD analysis, which indicates the presence of typical peaks 

at 38.05° (311), 46° (400), and 66.8° (440) associated with γ-Al2O3 [7–9]. According 

to literature [4,10], boehmite transforms into this crystalline phase during annealing 

at 550°C.  

The XPS (figure 5.3 c) and EDX (Figure 5.3 d) images confirm the presence of Al, 

O, and C (carbon derives from the polymers added to the dipping solution). The EDX 

mapping analysis on the covered electrode shows a uniform layer deposition.  

Figure 5.3 Characterization of the boehmite layer: BET (a), XRD (b), XPS (c) 

and EDX (d) 
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5.3.2 Plasma performances of the porous electrode 

Figure 5.4 shows how plasma parameters (CO2 conversion, SEI, and η) change with 

internal electrode porosity for both empty and packed reactors with 1mm Al2O3 

spheres. The shell in – shell out configuration is the only one reported here, as it is 

the only one possible for the smooth electrode.  

The conversion rate decreases with higher flow rates and in packed reactors due to 

the shorter residence time of CO2 within the plasma region. For instance, in the case 

of a smooth and empty electrode, the decrease is from 21.8% at 20 ml min-1 to 15.6% 

at 50 ml min-1, while the CO2 conversion is halved (10.5%) for the packed 

configuration at 20ml min-1.  

However, the permeable electrodes always exhibit an increase, with a more 

significant increment for the highest porosity. For the electrode with a porosity of 0.5 

μm, the conversion rates are 25.1% and 21.9% in the empty and packed reactors, 

respectively. Figure 5.4 (c, d) shows that the latter value was similar to that of the 

empty smooth reactor. 

The SEI increases as porosity and flow rate decrease. The highest values of 96.7KJ 

L-1 and 89.1KJ L-1 in the packed and empty configuration were observed for the 

smooth reactor at 20ml min-1. Generally, the packed reactor shows SEI values higher 

than the empty reactor, with the exception of the 0.2 μm packed electrode, which 

shows similar SEI values (figure 5.4 d) to the smooth one. In Figure 5.4 f, it can be 

observed that the smooth packed electrode at 50ml min-1 has a lower energy 

efficiency (2.5%) compared to the 0.2 μm packed electrode (2.5%).  
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Porous electrodes consistently show an increase in η, with the empty configuration 

having the highest values at greater flows (Figure 5.4 e, f). The 0.5 μm configuration 

has the highest values, measuring a maximum percentage of 7.4% at 50ml min-1. 

 

Figure 5.4 CO2 conversion for empty (a) and packed (b) reactors. SEI for empty (c) 

and packed (d) reactor and energy efficiency for empty (e) and packed (f) reactor. 

All values are referred to shell out- shell out configurations. 

(a) (b) 

(c) (d) 

(e) (f) 
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5.3.3 Effect of the boehmite layer 

The boehmite is deposited as a thin coating of γ-Al2O3 on the porous electrode 

surface, forming the boehmite layer. This layer typically exhibits reaction parameters 

(CO2 conversion, SEI, and η) that are intermediate between those of the empty and 

packed reactors, for the same porosity, in both the 0.2 μm and 0.5 μm electrodes 

(figure 5.5).  

 

Figure 5.5 Reactions parameters for shell in-shell out configuration for 0.2µm 

and 0.5μm porous electrode.  

CO2 conversion (blue), SEI (green) and energy efficiency (red) for the empty 

(left) boehmite (middle) and packed (right) reactor.  

The black and dash lines indicate the same value for the empty or packed smooth 

reactor.  

 

(a) (b) 

(c) (d) 

(e) (f) 
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However, some differences can also be observed.  

- The performance of the boehmite coated electrode are comparable or slightly 

higher than that of the smooth reactor for 0.2 µm, while they are similar or 

lower for the 0.5 µm boehmite coated electrode.  

- The SEI values are higher for the 0.2 µm packed reactor. Conversely, they 

are the lowest for 0.5 µm packed electrode, instead showing the highest 

results with boehmite coating.  

- The CO2 conversion and η of the boehmite coated electrodes are always 

higher than those of the packed configuration for all porosities.  

Furthermore, the packed porous electrodes demonstrate comparable or superior 

results to the packed smooth reactor, particularly at higher flow rates. The only 

exception is the SEI at 0.5 µm (figure 5.5 d).  

Regarding the boehmite-covered electrode, the one with a porosity of 0.2 μm exhibits 

higher conversion (22% at 20ml min-1) and efficiencies (5.6% at 50ml min-1) than 

the electrode with greater porosity (15.4% CO2 conversion and 2.8% η at respective 

flow rates), while the SEI remains similar. This trend is opposite to that of empty 

configurations. However, lower differences can be observed at higher flow rates. 

5.3.4 Effect of gas flow configuration 

The gas feed can flow into reactor parallel to the gap in the shell out- shell out 

configuration or through the permeable electrode in the shell out-tube in 

configuration.  

As shown in Figure 5.6 (a, b) the conversion concerning 

- The empty set-up: is similar in both configurations at 0.2 µm, with a slight 

increase observed in shell in- shell out configuration in electrode with 

porosity 0.5 µm.  

- In the shell-tube out configuration, the covered set-up always has a higher 

value, reaching 23.4% and 20.4% for 0.2 µm and 0.5 µm, respectively, at 

20ml min-1. 
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- In the packed set-up, the shell out-shell out configuration has a higher value 

for 0.2 µm, and shell out-shell in for 0.5 µm, reaching 19.4% at 20ml min-1. 

Figure 5.6 (c, d) show differences in SEI when the gas flows through the reactor. No 

significant differences in SEI were observed for the empty reactors at both flow 

Figure 5.6 Reactor performances (CO2 conversion, SEI and energy efficiency) 

for shell in-shell out (yellow) or shell in-tube out (purple) gas flow configurations. 

Values refer to empty, boehmite covered and packed electrodes. The black and 

dash lines indicate the performances for the empty or packed smooth reactor. 
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configurations and porosity. Regarding the boehmite layer, the shell-out to shell-out 

configuration generally favored SEI in both electrodes, although an opposite trend 

was observed at 30ml min-1 with pores of 0.2µm. 

The configuration of shell in-tube out consistently yields higher SEI for packed 

configurations, with more pronounced differences in the 0.5 µm electrode. The 

maximum value of 109 KJ L-1 is reached at 20ml min-1, surpassing the values of the 

smooth reactor. This effect is more pronounced at lower flows.  

Regarding energy efficiency, similar values were measured for both flow 

configurations in both electrodes. However, higher efficiencies were observed in the 

shell in-shell out configuration for the empty setup in the electrode with a porosity 

of 0.5 µm.  

5.3.5 Effect of gas dilution  

Tests were conducted using either a pure CO2 stream or a diluted mixture of 20% Ar 

in CO2. As reported in the literature, the addition of Ar in the gas mixture always 

increases conversion.  

However, it is important to note that an increase in conversion does not necessarily 

indicate an actual increase in the converted moles due to gas dilution. To account for 

this, a comparison based on the actual number of moles converted in the form of 

conversion rate (mmolCO2 h
-1) is shown in Figure 5.7.  

In the smooth reactor, the addition of 20% argon to the gas mixture has a positive 

effect only for the packed configuration (figure 5.7). 

However, higher flow rates result in more moles being converted in both pure and 

diluted gas feeds, indicating an opposite trend with respect to conversion. The porous 

electrodes exhibit a similar trend. 
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The conversion rate is higher in the porous electrodes than in the empty 

configuration, followed by the boehmite-covered electrode, and lowest in the packed 

configuration. However, the results are always higher than those observed in the 

smooth reactor. Higher values are consistently observed in pure CO2 than in diluted 

flow with empty and covered electrodes. At a flow rate of 50 ml min-1 in an empty 

shell in – shell out configuration, the 0.5 µm electrode exhibited the highest CO2 

conversion rate among all electrodes and configurations, reaching a maximum of 22 

mmol h-1 (figure B2). However, a higher conversion rate was observed in the packed 

configuration when using a diluted gas flow for all porosity levels.  

Additionally, the introduction of argon in the gas mixture decreases the SEI in the 

porous electrodes for all configurations. In contrast, similar values to pure CO2 are 

observed in the smooth reactor configurations. 

The use of a diluted gas flow leads to higher energy efficiency compared to pure 

CO2, regardless of porosity and configuration (figure 5.8)  

However, both empty and packed porous electrodes consistently exhibit higher 

values than smooth electrodes (6.5% for empty and 4.7% for packed).  

Figure 5.7 Effect of CO2 pure (dark orange) or argon dilution (light orange) on 

conversion rate for the smooth reactor 
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The electrode with a porosity of 0.2 µm exhibited greater energy efficiency with the 

boehmite-covered electrode than with the empty smooth reactor in both gas direction 

configurations. Conversely, an opposite trend was observed for the reactor with a 

porosity of 0.5 µm, but only in the shell in-shell out configuration at low flow rates 

(see Figure 5.8). However, highest values are generally observed in the shell in-shell 

out configurations, resulting in the best value of 10% and 8.6% for the empty 

electrode with 0.5 µm and 0.2 µm porosity, respectively. 

 

5.4 Discussion  

A- Effect of the porosity 

The previous section's results suggest that the plasma behavior is affected by the 

textural properties of the internal electrode. A higher conversion and conversion rate 

are consistently observed in the empty configuration with both porosities, which is 

also linked to greater energy efficiency compared to the smooth electrode. The 

presence of pores and sharp zones in the electrode could positively influence plasma 

performance [11–13].  

Several studies have shown that microdischarges can develop inside catalyst pores, 

which significantly alter the plasma's characteristics. The high electric field within 

Figure 5.8 Energy efficiencies in diluted CO2 for porous electrodes. The black and 
dash lines indicate the performances for the empty or packed smooth reactor. 
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the pores causes distinct electron energy distributions, which in turn affect electron 

impact reaction rates and modify the plasma's chemistry and performance [14–21]. 

 Holzer et al. [14,16] provide evidence for the presence of short-lived species inside 

catalyst pores that are 10 nm in size. This is due to a stronger electric field inside the 

pores compared to the bulk plasma, as well as the stabilization of these reactive 

species through adsorption on the surface during their diffusion from the plasma into 

the pores. Hensel et al. [17,20] observed plasma formation on the surface of porous 

ceramic dielectric material when the pore size is less than 1 μm. For pore sizes of 15 

µm, a transition to microdischarges inside the pores occurs when the applied voltage 

exceeds the breakdown value (8.6 kV). It should be noted that the researchers were 

able to generate a pulsed discharge inside pores by utilizing back corona discharge 

phenomena, despite using direct current, due to the high resistivity of the dielectric 

material. Similar results were obtained using alternate current [18,19]. The 

researchers also observed that the size of the pores influenced the onset voltage of 

the microdischarges and the diameter of the discharge channels. Reducing the pulsed 

current amplitude and microdischarge channel dimensions leads to greater 

breakdown voltage due to smaller pores.  

However, the literature suggests that pores should have dimensions similar to the 

Debye length of the reactor. For example, Bhoj and Kushner [22] investigated the 

possibility of ions accessing the superficial pores of a rough polymer surface during 

a corona discharge in humid air. They concluded that electrons and ions can only 

penetrate pores with dimensions greater than 1 µm, which is comparable to the 

Debye length. Bogaerts er al. [23] indicate in their simulation that microdischarges 

can only penetrate pores of 600 nm and above due to a calculated Debye length of 

415 nm (dry air, atmospheric pressure, and an applied voltage of -8kV).  

In the reactor used in this research, it was not possible to determine the Debye length 

because the alumina dielectric does not allow for optical characterization, which is 

essential for measuring electron temperature and calculating the Debye length. 

However, the value of this parameter typically varies within the nm to µm range, so 
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it is uncertain whether the 0.2 and 0.5 µm pores of the inner electrode play a role. 

Additionally, streamers may still be able to penetrate pores smaller than the Debye 

length [24,25].  

In a computational study by Zhang et al. [11] the impact of various pore sizes and 

applied voltages was investigated in terms of plasma density, electron temperature, 

electric field, electron impact ionization rate, and electric potential. The study 

confirmed a higher electric field within pores larger than 10 µm (Debye length 

around 40 µm), resulting in an increase in electron temperature. This increase favors 

electron impact ionization and excitation, leading to a higher number of ions and 

electrons and ultimately an increased plasma density within the pores. However, the 

model predicts the formation of streamers inside pores smaller than the Debye 

length, even if the ionization rate is higher in larger pores due to their larger effective 

volume [25]. 

The same research group [21] examined the impact of pore shape (cylindrical and 

conical) on the electric field within the pores. They found that the electric field was 

stronger at the opening and bottom corners of the pores, particularly for conical 

pores, due to the tip-like structure in that region.  

The sharp ends of the pores play a fundamental role in accumulating electrical 

charges on the tip, which has been widely demonstrated and utilized in various 

applications, including gas discharges [26–28]. Sharp edges or tips can focus the 

electric field [27,28], increasing the likelihood of vibrational excitation or ionization 

of the surrounding gas molecules, which produces a high surface charge density 

[12,26]. In contrast, the electric field in a smooth electrode is uniform, and the charge 

density is inversely proportional to the surface's curvature [27]. Conversely, the 

porous electrodes are rich of edges and rounded tips where the electric field is 

stronger. Therefore the velocity of ions, that regulate the number of secondary 

electrons is also higher [29]. As a result, the process of secondary emission may be 

more intense around sharp points where the electric field has accumulated [12,26].  

Additionally, the higher electric field promotes collisions between dense energetic 
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electrons and neutral molecules, resulting in better energy transmission to CO2 

molecules and increasing the population of vibrationally excited molecules. The 

splitting of CO2 molecules is facilitated by this process, resulting in a higher 

conversion rate compared to a smooth electrode. Furthermore, the sharp tips or edges 

on electrodes can promote the formation of streamers or filaments in the plasma, 

which enhances the overall energy efficiency of the reactor[12].  

Meanwhile, the SEI decreases with respect to the smooth reactor due to the edges 

and conical tips that could aid in the dissipation of the applied power as gas heating. 

This could also explain why the SEI values in the packed configuration are similar 

among porous electrodes and the smooth reactor. It is likely that in the packed 

configuration, the edge effect is limited due to the packing material that levels the 

roughness of the electrode, resulting in comparable conversion. This is also 

confirmed by the Lissajous figure (figure B3) which shows fewer peaks and greater 

uniformity in the packed reactor[30]. However, the formation of micro-discharges is 

probably improved, as suggested by the higher energy efficiencies obtained by using 

the porous electrode respect to those obtained with the packed smooth electrode.  

 

 

B-Effect of boehmite layer.  

Porous electrodes covered by boehmite layer shows always intermediate 

performances between the empty reactor and the packed one, with same porosity.  

This confirms the role of the porosity of the internal electrode. In fact, the boehmite 

layer covers the surface of the electrode, blocking partially the pores of the reactor. 

This is clearly shown in figure 3.11, where a greater number of immersions in the 

dipping solution results in a gradual filling of the pores. Furthermore dip coating in 

a boehmite solution  is a common method adopted to reduce the roughness and 

porosity of metallic support in membrane fabrication for gas separation [4,10]. 

Therefore, the boehmite-covered electrode has lower porosity than the empty 

configuration, which explains the lower performance. However, there is still some 
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residual porosity, as shown in the figure, which leads to similar or slightly higher 

performance than the smooth electrode. However, there are some differences 

between the two covered electrodes. These differences may be due to the deposition 

of boehmite, which could vary depending on the porosity of the stainless-steel 

electrode.  

When comparing the covered electrode with the packed configuration at the same 

porosity, better performance is observed.  

At same porosity, but also for the smooth reactor, the packed configuration exhibits 

lower conversion (and conversion rate) because the residence time is lower as shown 

in table 5.1. Literature reports contrasting results, evidencing higher or lower 

conversions respect the non-packed reactors, based principally on the reactor 

geometry and packaging material and dimension of the spheres [24,30–33]. 

Typically, the use of a catalyst as packaging material leads to improved results. The 

lack of catalytic effect of γ-alumina on plasma-assisted CO2 splitting in my 

experiments is not unexpected.  

However, the higher energy efficiencies observed in the packed configuration 

suggest facilitated plasma formation. The discharge behavior of the packed bed may 

shift from filamentary to a combination of surface and filamentary discharge. Surface 

discharges occur on the surface of the pellets at their contact sites, while filamentary 

discharges are limited to the small space between the pellet-pellet and pellet-

dielectric wall. The electric field in the gas surrounding the contact sites may increase 

up to 10-104 times, depending on the dielectric constant, shape, and contact angle of 

the packing materials. This leads to a decrease in the breakdown voltage and an 

increase in the electron temperature [30–32,34]. The lower applied voltage required 

for the packed reactors, which is around 70 W (from approximately 30 kV to 25 kV), 

confirms this. 

Additionally, the higher SEI in the packed configuration supports this finding. 

Furthermore, at the same applied power, the peak-to-peak voltage (Vptp) of the 

plasma increases in the packed configuration [30]. For example, in a electrode with 



 

219 
 

a porosity of 0.2 µm, Vptp increases from 9.5 kV without packing to 10.9 kV with a 

packed configuration. An exception to the observed trend is the electrode with a 

porosity of 0.5 μm, which shows higher SEI values with the covered electrode. This 

could be attributed to differences in boehmite deposition, although further studies 

are needed to confirm this hypothesis.  

C- Effect of gas flow configuration 

The porous electrodes were tested both in shell in - shell out flow configuration, 

which is only possible configuration for the smooth reactor, or shell in - tube out 

flow configuration where the gas flow through the porous electrode. Energy 

efficiencies are similar for both flow configurations, suggesting not important 

differences in the plasma behavior as supported by the Lissajous figures (figure B4). 

Conversion is influenced by the flow configurations, but systematic differences 

cannot be observed. This could be ascribed by the chaotic gas flow direction inside 

the reactor. Gas fractions may enter into reactor without undergoing molecular 

conversion both into axial and radial diffusion because of the possibility of gas 

fractions taking shortcuts through the reactor [35].  

However, the shell in-tube out configuration shows higher SEI reaching or 

abundantly exciting, the value of the packed and empty smooth reactor. At the same 

time conversion is higher for shell in-shell out configuration with the covered 

electrodes especially for lower flow rate. This differences can be explained because 

the interactions between gas phase radicals and the electrode surface occur only 

when the radicals develop in a thin boundary layer of approximately 50 μm near the 

electrode surface [36,37]. It is for this reason, also, that the tube in-shell out flow 

configuration was not tested. In fact, in this case the gas would not have interacted 

with the surface and pores of the electrode because it would have passed as non-

ionized gas.  

In packed bed reactor formation of active species very near to the electrode surface 

is facilitated because the plasma evolves to a combination of filamentary mode 

(microdischarges) and superficial plasma. Moreover, as described above, porous 
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electrode can facilitate plasma formation inside its pores. As a result, when the gas 

passes through the reactor surface, it interacts with the thin boundary layer, leading 

to the formation of a more powerful plasma. However, studies on different gas flow 

configuration, especially in a tubular coaxial DBD reactor are still limited [38]. The 

marked differences in SEI for the packed reactor at 0.5 may be explained also by a 

difference on the slope of the Lissajous figures( see figure B) , indicating a different 

effective capacitance and  probably a lower breakdown voltage in the shell in – tube 

out flow configuration[23,39]. 

D- Effect of gas flow rate and dilution  

The effect of gas flow rate and dilution on conversion and energy efficiency was 

measured by adding Ar to the gas mixture. The effect of gas flow rate and dilution 

on conversion and energy efficiency was measured by adding Ar to the gas mixture. 

This is due to easier plasma formation, as the breakdown voltage is smaller compared 

to pure CO2. The inert gas increases the first Townsend ionization coefficient α, 

resulting in a higher number of secondary electrons created per unit length along the 

electric field [29,40,41].  

Furthermore, due to the higher energy required for ionization and excitation of Ar, 

the probability of inelastic collisions between electrons and Ar, as well as 

recombination with Ar+ ions, is low. This results in a longer mean free path in diluted 

gas, allowing electrons more time to accelerate in the applied electric field and 

leading to electrical breakdown occurring at lower voltages. As a result, energy 

efficiency also increases [1,42]. However, the conversion of CO2 decreases when it 

is diluted. Therefore, the conversion rate is always higher in pure CO2, except in 

packed configurations. This can be attributed to a combination of the argon effect on 

plasma and the more powerful plasma described in the previous paragraph.  

Increasing the gas flow rate reduces the conversion due to the lower residence time, 

but at the same time, an increase in the conversion rate is observed. Increasing the 

number of input molecules with the gas flow rate not only balances but also 

overcomes the inevitable reduction of conversion with residence time. 
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5.5 Conclusion 

This section was focused on plasma assisted CO2 splitting by a coaxial DBD reactor. 

The role of the internal electrode porosity was discussed, observing higher 

performances in the electrode with 0.5 μm pores size. The porosity beneficial effect 

was attributed to two main factors: (i) the possibility of plasma or streamers 

formation inside the pores and (ii) the presence of edges and curved tips that could 

enhance locally the electric field and consequently the plasma density. 

The effect of a boehmite layer deposited on porous electrode by dip coating was also 

discussed. It should be highlighted that the boehmite layer configuration seems to be 

more advantageous than the packed configurations. In fact, conversion and 

efficiency are always higher in covered electrode compared to the packed reactor at 

same porosity. This is highlighted in figure 5.9, where is reported the ratio of CO2 

conversion and energy efficiency between covered and packed electrode, at same 

porosity.  

Figure 5.9 Ratio of the performances (CO2 conversion and energy efficiency) 

between boehmite and packed electrodes for pure CO2, diluted CO2 and both 

gas flow configurations 
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The ratio is always greater than one, confirming the superior performance of the 

reactor with boehmite, particularly with a porosity of 0.5 μm.  

Additionally, it is observed that the shell in – tube out configuration in pure CO2 

appears to benefit more than the boehmite layer in terms of conversion and 

efficiency.   

Furthermore, the SEI values are similar or even higher than the packed reactor. In 

addition, the boehmite covered porous electrodes have always better plasma 

performance than the packed smooth reactor and similar to the smooth empty one. 

Furthermore, the boehmite-coated porous electrodes always has better plasma 

performance than the smooth packed reactor and similar to the smooth vacuum one. 

This is of particular relevance if a metal is deposited on the boehmite which catalyzes 

the reaction. In fact, a catalyst could be used without having to pack the reactor and 

thus avoid perforation losses due to the shorter residence time. Furthermore, there 

would be a cost benefit. In fact, considering that the boehmite layer is extremely thin 

(in the order of a micron), the quantity of material to be used is significantly lower. 

The costs would be even lower if a catalyst is deposited on the alumina because 

expensive materials and critical raw materials often have to be used. 

 

Additionally, the role of gas flow rate and composition was also evaluated. Adding 

Ar in the gas mixture helps to rise conversion but the conversion rates are usually 

lower because the gas is diluted. Conversely the conversion rate rises with the gas 

flow, overcoming the inevitable conversion decrease with the residence time.  

Finally, it is worth noting that the performance obtained in CO2 splitting are 

comparable to literature data, as reported in figure 5.10.  The reactor has good 

performance within DBD reactors, with high conversion and energy efficiency, as 

shown in the Bogaerts image below [43]. However, it should be noted that the gap 

between the dielectric and electrode is almost 3 mm, which is relatively large 
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compared to the literature. Therefore, decreasing the gap could significantly improve 

performance by creating a more intense electric field and denser plasma. For 

example, Uytdenhouwen et al. [35] observed a extreme drops in CO2 conversion, 

from 53.6% for a gap size of 455 µm to only 23% at 4705 µm. Similarly, Aerts et al. 

[44] reported a conversion of approximately 15% and energy efficiency slightly 

higher than 2% for a SEI of 100 J cm-3 using a gap size of 3.3 mm. However, when 

using a smaller gap (1.8 mm), the conversion and efficiency increased to 30% and 

4%, respectively. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.10 Comparison with literature and performance reported in this 

work (red star). Revisited from ref. [43] 
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6 

Conclusion 

Chapter 1 discusses the impact of the continuous rise of CO2 in the atmosphere and 

resulting global warming. It explains how the 1.5°C increase in the average global 

temperature will affect every aspect of the environment and humanity. Nations 

worldwide are beginning to take action to address this issue, despite the slow start 

and the fact that we are already experiencing some of the catastrophic effects. For 

example, Europe has set a goal to eliminate CO2 emissions by 2050 through net-zero 

emissions. In this scenario, CCUS technologies are considered crucial to tackle 

future challenges. The chemical sector is also making efforts, primarily focusing on 

electrification and the use of renewable sources. The first chapter provides an 

overview of the changes that must be implemented in the chemical industry to 

achieve the ambitious goal of zero emissions set by Europe. In the short term, it may 

be possible to intervene in the electrification of reactors without altering the ongoing 

chemical processes. However, in the medium and long term, power-to-lumps 

technologies emerge as the best alternatives. The role of electrochemistry, 

photocatalysis, and plasma technologies will be fundamental. 

Chapters 2 and 3 showcase the potential of electrochemistry through the 

hydrogenation of oxalic acid catalyzed by a titania nanotube (NTs) based 

electrocatalyst.  

In Chapter 2, the reaction is discussed as part of the Ocean Project (Oxalic acid from 

CO2 using electrochemistry at demonstration scale, grant agreement ID: 767798), 

which aims to produce high-value chemicals from CO2 using electrocatalytic 

processes. This chapter provides an overview of the current state of catalytic and 

electrocatalytic hydrogenation. It then focuses on the synthesis of titanium 

nanotubes, describing the traditional mechanism known as field-assisted dissolution 

(FAD) and the main variables that can alter the nanostructure of NTs. Additionally, 
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the text describes how an increase in anodization potential can trigger another 

mechanism known as rapid breakdown anodization (RBA). This mechanism is 

particularly interesting because it allows for the production of longer and rougher 

nanotubes (NTs). 

Chapter 3 reports the experimental section on electrocatalytic hydrogenation of 

oxalic acid, which is divided into two parts: 

• The first section compares the results of NTs grown according to the FAD 

theory with a sample obtained by hydrothermal synthesis (TiNT-HS). The 

results indicate that the nanostructure of TiO2 plays a crucial role in 

catalyzing and directing the reaction towards glycolic acid (GC). This acid is 

obtained from oxalic acid through a two-step reaction in which glyoxylic acid 

(GO) is an intermediate. TiNT-A without TiO2 NTs shows the presence of a 

densely nanostructured TiO2 layer, and GO is the main product. Together 

with the TiO2 nanotubes, TiNT, TiNT-T (obtained by thermal pretreatment), 

and TiNT-HS demonstrate that a tubular structure, along with the presence of 

tiny amorphous TiO2 nanoparticles, can tune selectivity. Additionally, a fresh 

electrolyte solution is beneficial for obtaining longer and more defined NTs 

(TINT50-15 and TINT50), which address the reaction to GC. It has been 

demonstrated that the defects studied by CV and XPS, interpreted as oxygen 

vacancies (O2v), are the active sites of the electrocatalysts.  

• However, under fast breakdown anodization conditions, as described in the 

second section of the chapter, the selective hydrogenation of OX can be 

performed more effectively compared to state-of-the-art titania-only 

electrodes. These conditions were achieved at 60 V in our study using 

TiNT60-15, TiNT60, and TiNT60-E. Additionally, the study investigated the 

effects of two pretreatments, thermal and electrochemical, before anodizing 

the Ti foil during RBA. The results showed that the electrochemical 

pretreatment had a more positive impact. The testing results were then 
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correlated with the morphological characteristics displayed in FESEM and 

AFM micrographs. It is worth noting that longer and rough NTs enhance the 

activity (in terms of OX conversion) and selectivity to GC. This is 

particularly highlighted by correlation with ECSA, suggesting a synergistic 

relationship between roughness and TiO2 NT length, highlighting the crucial 

role of NT morphology in adjusting selectivity to GO or GC and increase the 

amount of accessible active sites. 

The following chapters focus on plasma as an innovative technology with high 

potential for the valorization of CO2.  

Chapter 4 includes an excursus on cold plasma technologies, highlighting their 

potential and critical issues. After an initial introduction to what cold plasma is, 

attention is turned towards plasma-assisted CO2 splitting, the focus of the research 

conducted. This text describes the factors that influence CO2 splitting in chemical-

physical terms, both through direct and step-wise excitation. It then goes on to 

discuss commonly used plasma reactors, with a focus on the DBD reactor used in 

the experiments and the role of catalysis.  

Subsequently the state of the art on CO2 splitting using a DBD reactor also allows us 

to highlight most of the parameters that influence the reaction, which can be grouped 

into those related to the geometry of the reactor and those dependent on the 

characteristics of the plasma, but also the influence of the gas, temperature and 

pressure and the catalyst are discussed. 

Chapter 5 reports the results of the experiments conducted with a new type of DBD 

reactor that uses porous internal electrodes (0.2 μm and 0.5μm) compared to a reactor 

with a smooth internal electrode. The performance of porous reactors covered with 

a thin layer of boehmite, obtained by dip coating and which consists of γ-Al2O3 as 

highlighted by the characterization, were compared to packed reactors, with and 

without porosity.  
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The data shows that porous reactors perform better in terms of energy conversion 

and efficiency, with a more marked effect for the reactor with porosity 0.5 μm. These 

results are interpreted in two ways: on the one hand, inside the pores of the electrode 

the plasma could be more intense, although the Debye length cannot be determined; 

on the other hand, the tip effect due to the particular morphology of the electrode 

could increase the local electric field, increasing the density of the plasma. 

Although the boehmite layer reduces porosity and roughness of the electrodes, the 

performances are still comparable to the smooth reactor and significantly greater 

than the packed configuration. This shows that using a layer of boehmite makes it 

possible to overcome problems due to packing, first of all the reduction of residence 

time and the inevitable reduction of conversion. This could also be a turning point if 

a catalyst supported on alumina is used because costs could be reduced, especially if 

we consider that critical raw material are often used to catalyze the splitting of CO2. 
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Appendix A - chapter 2  

 

Figure A1 Ionic Chromatogram for a representative testing sample.  

 

 

 

 
 

Figure A2 Close-up of a crack in the oxide layer of TiNT-T  
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Figure A3 EDX analysis of the prepared electrodes   

 

 
 

Figure A4 Cyclic voltammetry in an oxalic acid solution 0.01 M and 0.03 M for the 

TiNT sample 
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Figure A5 Survey XPS spectrum for TiNT-T sample 

 

 

 
Figure A6 Ti2p photoemission spectra of the used electrodes. 
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Figure A7. HRTEM micrographs of supported TiO2 NTs (on Ti substrate) thermally 

annealed at 450 °C: (a) anatase phase at the top of the TiNT thin film array and (b) 

rutile phase of the bottom area at the interface between the oxide thin layer and the 

metallic substrate [1]. 

Figure A8a Raman spectra for TiNT sample 
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Figure A8b X-ray diffraction pattern of TiNT-HS 



 

238 
 

 

Figure A8c. GAXRD of TiNT after anodization (a), further annealing in air at 450 

°C for 3 h (b) and 500 °C for 3 h (c) [1]. 
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Figure A9 Electrocatalytic behaviour of an optimized TiNT sample a) before and b) 

after ultra-sonification treatment. 
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Table A1 Summary of the electrocatalytic results (2h of test at each condition). For 

definition of FE (Faradaic Efficiency), OX conversion and Y (yield) see text. Iaverage 

is the average current density in 2h continuous tests. 

 

 

Potential (V)    -0.8 Vs RHE 

Electrode 
FEGO 

(%) 
FEGC (%) 

OX conv. 

(%) 

Iaverage 

(mA/cm2) 

TiNT 51.1 43.8 6.8 -1.4 

TiNT-A 31.2 15.1 6.1 -2.5 

TiNT-T 26.5 55.7 25.2 -2.1 

TiNT-HS 27.3 60.8 24.7 -2.3 

Ti-T 10.8 5.6 4.1 -1.1 

 

Potential (V)    -0.9 Vs RHE 

Electrode 
FEGO 

(%) 
FEGC (%) 

OX conv. 

(%) 

Iaverage 

(mA/cm2) 

TiNT 19.1 13.1 5.6 -3.4 

TiNT-A 20.3 6.7 6.4 -3.9 

TiNT-T 24.7 52.2 25.6 -2.3 

TiNT-HS 25.2 61.9 25.6 -2.5 

Ti-T 5.3 1.4 2.9 -1.7 

 

Potential (V)    -0.9 Vs RHE 

Electrode 
FEGO 

(%) 
FEGC (%) 

OX conv. 

(%) 

Iaverage 

(mA/cm2) 

TiNT 20.4 12.7 8.1 -4.7 

TiNT-A 18.0 4.0 7.3 -6.5 

TiNT-T 21.3 58.9 29.3 -2.7 

TiNT-HS 25.0 61.0 25.5 -2.6 

Ti-T 8.3 0.0 3.9 -1.8 
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Figure A10 Magnification of TiNT50-15 

 

Figure A11 Magnification of TiNT60-15 
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Figure A12 Magnification of TiNT60 surface. The white arrow indicates the 

nanolance-like morphology. 

Figure A13 Anodization curves for samples obtained at 50V in fresh (TINT50) or 60 

min-aged (TINT) electrolyte solution. 
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Figure A14 a) I-t curve of the electrochemical pretreatment. b) FESEM micrograph 

of Ti-E c) Glading angle X-ray diffraction (GAXRD) pattern of Ti-E.   

Figure A15 Comparison of the current-time curves between the thermal pre-treated 

samples obtained at 50 V in an aged solution (red line) or 60 V in a fresh solution 

(blue line). 

 

 

a) 
 

b) 

c) 

c) 
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Figure A16 Magnification of TiNT60-E surface. 

 

 

Figure A17 Magnification of TiNT60-T surface. 
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Figure A18 2D and 3D images obtained by AFM.  
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Table A2. FEs, conversion, selectivity, and average current density of the investigated electrocatalysts (cathodic compartment: [OX]0 = 

0.03 M, [Na2SO4] = 0.2 M; anodic compartment: [Na2SO4] = 0.2 M, pH = 2, adjusted with 0.1 M H2SO4; three-electrode configuration; 

20 min purging and degassing in Ar; as measured in Ar flow at room temperature after 2 h) 

Electrode 
Potential 

 (V, vs RHE) 

OX conv. 

(%) 
SGO (%) SGC (%) FEGO (%) FEGC (%) Iaverage (mA/cm2) 

TiNT50-15 

-0.8 

32.1 22.3 9.8 45.6 40.0 -2.00 

TiNT60-15 37.4 14.8 22.6 22.1 67.3 -2.50 

TiNT50 47.5 22.7 24.8 30.2 65.9 -2.90 

TiNT60 55.6 11.6 43.9 11.4 86.0 -3.20 

TiNT60-T 37.0 16.3 20.6 24.2 61.2 -2.80 

TiNT60-E 48.3 10.6 37.6 12.1 86.3 -3.40 

Ti-E 6.0 4.3 1.7 32.3 25.5 -0.50 

TiNT50-15 

-0.9 

35.5 22.3 9.8 43.1 39.5 -1.30 

TiNT60-15 40.7 14.8 22.6 23.4 57.0 -3.20 

TiNT50 35.7 14.5 21.2 21.1 61.4 -2.70 

TiNT60 41.0 7.4 33.6 9.6 87.4 -3.00 

TiNT60-T 33.4 14.0 19.4 19.5 53.9 -2.90 

TiNT60-E 55.5 10.6 37.6 13.4 72.7 -4.50 

Ti-E 2.5 2.5 0.0 10.3 0.0 -1.00 

TiNT50-15 

-1.0 

27.4 16.4 11.0 26.5 35.4 -2.60 

TiNT60-15 35.4 14.1 21.3 20.7 62.8 -2.70 

TiNT50 37.6 11.0 26.6 15.9 77.1 -1.60 

TiNT60 43.8 8.4 35.3 8.8 73.3 -3.80 

TiNT60-T 36.9 13.7 23.2 15.6 52.9 -3.60 

TiNT60-E 47.6 12.2 35.4 12.4 72.5 -3.90 

Ti-E 3.2 3.2 0.0 9.9 0.0 -2.00 
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Figure A19 FEs and OX conversion of Ti-E sample at three investigated potentials.  

Figure A20 FEs and OX conversion for TiNT60-15, TiNT60-T and TiNT-T at -0.9V vs. RHE after 2h or 

8h.  

- 0.8 - 0.9 - 1.0 

Potential (V vs RHE) 
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Figure A21 Performances for TiNT and TiNT50 

Figure A22 Survey spectrum of the TiNT50 sample 
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Figure A23 Ti2p spectrum of the TiNT50 sample 
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Figure A24 O1s spectra of a) TiNT50-15, b) TiNT50, c) TiNT60, d) TiNT60-15, e) TiNT60-T, f) TiNT60-E samples 
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Figure A25 Correlation between NTs length and O2v (%) 

 

Table A3 Crystallinity index and estimate of the TiO2/Ti content in the samples. 

 

The following equation was used to evaluate the crystallinity of the investigated 

samples [2]: 

CI (%) = 100 𝑥 
𝑆𝑐

𝑆𝑡
 (1) 

 

Sample Crystallinity 

(%) 

Amorphous 

(%) 

Amount TiO2 

(%) 

Amount Ti 

(%) 

Ti-E 75.9 24.1 - 100 

TiNT50 98.8 1.2 79.2 20.8 

TiNT50-15 73.8 26.2 27.7 72.3 

TiNT60 95.3 4.7 35.6 64.4 

TiNT60-15 51.7 48.3 32.2 67.8 

TiNT60-E 70.3 29.7 29.7 70.3 

TiNT60-T 98.8 1.2 50 50 
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Where Sc is the crystalline peak area and St represents the total area of the 

diffractogram, respectively.  

 

Figure A26 FESEM images for TiNT60-15 (a) TiNT60-T (b) and TiNT-T (c) after 

testing at different potential.  
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Figure A27 Correlation between ECSA and Rms  

 

Figure A28 FEs and OX conversion for TiNT50 and TiNT60-E using [OX]= 0.1M 

at -0.8, 0.9, 1.0 V vs RHE 
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Appendix B - chapter 5 

 

Table B1 Performances of the investigated reactors in different gas flow configurations, gas composition and flow rate.  In smooth 

reactor the shell in -shell out configuration is the only one possible. 

    
gas flow 

configuration 

gas 

composition 

Flow rate 

(ml min-1) 

CO2 

conv 

(%) 

energy 

effic. 

(%) 

SEI 

 (KJ L-1) 

Conversion 

rate  

(mmol h-1) 

0.2 empty 
shell in - shell 

out 
CO2 20.0 24.2 3.6 84.6 12.0 

0.2 empty 
shell in - shell 

out 
CO2 30.0 21.1 4.9 54.8 15.6 

0.2 empty 
shell in - shell 

out 
CO2 50.0 16.7 6.5 32.5 20.7 

0.2 empty 
shell in - shell 

out 

CO2 - Ar 

(20%) 
20.0 25.6 4.6 70.1 10.4 

0.2 empty 
shell in - shell 

out 

CO2 - Ar 

(20%) 
30.0 23.1 6.2 46.9 14.1 

0.2 empty 
shell in - shell 

out 

CO2 - Ar 

(20%) 
50.0 19.2 8.6 28.4 19.7 

0.2 empty 
shell in - tube 

out 
CO2 20.0 24.6 3.7 83.8 12.2 

0.2 empty 
shell in - tube 

out 
CO2 30.0 21.3 4.9 55.5 15.8 

0.2 empty 
shell in - tube 

out 
CO2 50.0 16.4 6.4 32.4 20.3 
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0.2 empty 
shell in - tube 

out 

CO2 - Ar 

(20%) 
20.0 26.0 4.7 69.9 10.5 

0.2 empty 
shell in - tube 

out 

CO2 - Ar 

(20%) 
30.0 23.4 6.6 45.0 14.2 

0.2 empty 
shell in - tube 

out 

CO2 - Ar 

(20%) 
50.0 19.3 8.7 27.9 19.6 

0.2 boehmite 
shell in - shell 

out 
CO2 20.0 22.0 3.2 87.3 10.9 

0.2 boehmite 
shell in - shell 

out 
CO2 30.0 19.8 4.3 57.9 14.7 

0.2 boehmite 
shell in - shell 

out 
CO2 50.0 15.4 5.5 35.5 19.0 

0.2 boehmite 
shell in - shell 

out 

CO2 - Ar 

(20%) 
20.0 24.8 4.1 76.1 10.0 

0.2 boehmite 
shell in - shell 

out 

CO2 - Ar 

(20%) 
30.0 22.5 5.6 50.7 13.7 

0.2 boehmite 
shell in - shell 

out 

CO2 - Ar 

(20%) 
50.0 18.6 8.0 29.6 18.9 

0.2 boehmite 
shell in - tube 

out 
CO2 20.0 23.4 3.1 76.2 11.6 

0.2 boehmite 
shell in - tube 

out 
CO2 30.0 20.6 4.1 62.9 15.3 

0.2 boehmite 
shell in - tube 

out 
CO2 50.0 16.1 5.4 30.3 20.0 

0.2 boehmite 
shell in - tube 

out 

CO2 - Ar 

(20%) 
20.0 25.0 4.0 78.5 8.0 
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0.2 boehmite 
shell in - tube 

out 

CO2 - Ar 

(20%) 
30.0 22.7 5.4 32.0 11.1 

0.2 boehmite 
shell in - tube 

out 

CO2 - Ar 

(20%) 
50.0 18.7 7.1 24.9 15.6 

0.2 packed 
shell in - shell 

out 
CO2 20.0 18.6 2.4 95.9 9.2 

0.2 packed 
shell in - shell 

out 
CO2 30.0 16.8 3.2 65.4 12.5 

0.2 packed 
shell in - shell 

out 
CO2 50.0 13.2 4.3 39.0 16.3 

0.2 packed 
shell in - shell 

out 

CO2 - Ar 

(20%) 
20.0 21.0 3.4 78.1 8.6 

0.2 packed 
shell in - shell 

out 

CO2 - Ar 

(20%) 
30.0 19.4 4.8 51.9 11.9 

0.2 packed 
shell in - shell 

out 

CO2 - Ar 

(20%) 
50.0 16.3 6.5 31.8 16.8 

0.2 packed 
shell in - tube 

out 
CO2 20.0 16.1 2.0 99.8 8.0 

0.2 packed 
shell in - tube 

out 
CO2 30.0 15.1 2.9 66.4 11.2 

0.2 packed 
shell in - tube 

out 
CO2 50.0 12.1 3.7 41.0 15.0 

0.2 packed 
shell in - tube 

out 

CO2 - Ar 

(20%) 
20.0 20.3 3.3 78.5 8.0 

0.2 packed 
shell in - tube 

out 

CO2 - Ar 

(20%) 
30.0 18.6 4.4 32.0 11.1 
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0.2 packed 
shell in - tube 

out 

CO2 - Ar 

(20%) 
50.0 15.7 6.0 24.9 15.6 

 

 

 

    
gas flow 

configuration 

gas 

composition 

Flow rate  

(ml min-1) 

CO2 

conv 

(%) 

Energy 

effic. 

(%) 

SEI  

(KJ L-1) 

Conversion 

rate 

 (mmol h-1) 

0.5 empty 
shell in - 

shell out 
CO2 20.0 25.1 3.8 86.0 12.4 

0.5 empty 
shell in - 

shell out 
CO2 30.0 22.3 5.7 49.1 16.6 

0.5 empty 
shell in - 

shell out 
CO2 50.0 17.6 7.4 30.1 22.0 

0.5 empty 
shell in - 

shell out 

CO2 - Ar 

(20%) 
20.0 26.9 5.4 62.1 10.8 

0.5 empty 
shell in - 

shell out 

CO2 - Ar 

(20%) 
30.0 25.2 7.6 42.1 14.8 

0.5 empty 
shell in - 

shell out 

CO2 - Ar 

(20%) 
50.0 20.0 9.9 25.4 20.2 

0.5 empty 
shell in - tube 

out 
CO2 20.0 23.9 3.5 87.4 11.8 

0.5 empty 
shell in - tube 

out 
CO2 30.0 21.1 4.9 54.5 15.6 

0.5 empty 
shell in - tube 

out 
CO2 50.0 16.6 6.5 32.3 20.5 
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0.5 empty 
shell in - tube 

out 

CO2 - Ar 

(20%) 
20.0 24.7 4.4 70.9 9.9 

0.5 empty 
shell in - tube 

out 

CO2 - Ar 

(20%) 
30.0 22.7 6.1 47.0 13.7 

0.5 empty 
shell in - tube 

out 

CO2 - Ar 

(20%) 
50.0 19.0 8.5 28.3 19.3 

0.5 boehmite 
shell in - 

shell out 
CO2 20.0 18.9 2.8 85.3 9.3 

0.5 boehmite 
shell in - 

shell out 
CO2 30.0 17.9 4.0 56.6 13.2 

0.5 boehmite 
shell in - 

shell out 
CO2 50.0 15.1 5.6 34.1 18.7 

0.5 boehmite 
shell in - 

shell out 

CO2 - Ar 

(20%) 
20.0 20.7 3.6 59.5 8.1 

0.5 boehmite 
shell in - 

shell out 

CO2 - Ar 

(20%) 
30.0 19.4 4.9 50.5 11.4 

0.5 boehmite 
shell in - 

shell out 

CO2 - Ar 

(20%) 
50.0 17.3 7.3 29.9 16.9 

0.5 boehmite 
shell in - tube 

out 
CO2 20.0 20.4 3.2 81.4 10.1 

0.5 boehmite 
shell in - tube 

out 
CO2 30.0 18.2 4.2 54.6 13.5 

0.5 boehmite 
shell in - tube 

out 
CO2 50.0 14.6 5.7 32.5 18.0 

0.5 boehmite 
shell in - tube 

out 

CO2 - Ar 

(20%) 
20.0 20.7 3.9 67.6 8.3 
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0.5 boehmite 
shell in - tube 

out 

CO2 - Ar 

(20%) 
30.0 19.4 5.3 45.8 11.7 

0.5 boehmite 
shell in - tube 

out 

CO2 - Ar 

(20%) 
50.0 16.9 7.7 27.6 17.1 

0.5 packed 
shell in - 

shell out 
CO2 20.0 18.1 2.3 60.2 9.0 

0.5 packed 
shell in - 

shell out 
CO2 30.0 15.4 2.9 40.0 11.4 

0.5 packed 
shell in - 

shell out 
CO2 50.0 12.0 3.7 24.7 14.9 

0.5 packed 
shell in - 

shell out 

CO2 - Ar 

(20%) 
20.0 19.3 3.0 48.1 9.6 

0.5 packed 
shell in - 

shell out 

CO2 - Ar 

(20%) 
30.0 18.1 4.3 31.6 13.5 

0.5 packed 
shell in - 

shell out 

CO2 - Ar 

(20%) 
50.0 16.0 6.3 19.4 19.8 

0.5 packed 
shell in - tube 

out 
CO2 20.0 19.4 2.3 109.0 9.6 

0.5 packed 
shell in - tube 

out 
CO2 30.0 16.8 2.9 72.2 12.5 

0.5 packed 
shell in - tube 

out 
CO2 50.0 12.8 3.7 44.1 15.8 

0.5 packed 
shell in - tube 

out 

CO2 - Ar 

(20%) 
20.0 21.9 3.1 71.0 10.8 

0.5 packed 
shell in - tube 

out 

CO2 - Ar 

(20%) 
30.0 19.9 4.2 47.2 14.7 
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0.5 packed 
shell in - tube 

out 

CO2 - Ar 

(20%) 
50.0 16.8 5.8 29.4 20.8 

 

 

  

gas 

composition 

Flow rate 

(ml min-1) 

CO2 

conv 

(%) 

Energy 

efficiency 

(%) 

SEI  

(KJ L-1) 

Conversion 

rate  

(mmol h-1) 

smooth empty CO2 20.0 21.8 3.1 89.1 10.8 

smooth empty CO2 30.0 19.8 4.3 59.3 14.7 

smooth empty CO2 50.0 15.6 5.6 35.3 19.3 

smooth empty 

CO2 - Ar 

(20%) 20.0 25.8 3.8 86.9 10.4 

smooth empty 

CO2 - Ar 

(20%) 30.0 23.3 5.0 58.5 14.2 

smooth empty 

CO2 - Ar 

(20%) 50.0 18.2 6.5 35.3 18.6 

smooth packed CO2 20.0 18.0 1.9 96.7 8.9 

smooth packed CO2 30.0 15.2 2.4 64.5 11.3 

smooth packed CO2 50.0 10.5 2.5 41.8 13.0 

smooth packed 

CO2 - Ar 

(20%) 20.0 22.5 2.8 100.0 8.9 

smooth packed 

CO2 - Ar 

(20%) 30.0 19.7 3.7 66.4 11.7 

smooth packed 

CO2 - Ar 

(20%) 50.0 15.4 4.8 41.0 15.4 



 

262 
 

Table B2 Calculated thickness and weight of different concentration boehmite 

layer on 0.5 µm stainless-steel membrane. 

 

 

 

 

 

 

 

 

Boehmite 

conc. (wt.%) 

 

n° dips 

 

Thickness 

(μm) 

Loading       

(mg*cm-2) 

0.9 2 0.72 0.28 

0.9 4 0.79 0.33 

1.2 2 0.89 0.33 

1.2 4 1.06 0.39 

1.8 2 1.21 0.44 

1.8 4 1.49 0.51 

Figure B1 SEM images of the boehmite covered internal electrodes at two 

different magnifications. 
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Figure B2 Effect of 0.5 sample on conversion rate in pure CO2 with different 

configuration for 0.5 ractor in shell out -shell out gas direction. The horizontal 

lines indicate the conversion rate of the smooth reactor empty (solid) or packed 

(dashed) in pure CO2 
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0.2 μm  

0.5 μm  

Smooth 

Figure B3 Lissajous figures in pure CO2 at 20 ml min-1 and shell in - shell out 

configuration 
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Figure B4 Lissajous figures for 0.5 μm in packed reactor and pure CO2 for shell in 

– shell out (a) and shell in – tube out (b) configuration. A comparison of the 

Lissajous figures is reported in figure (c) 

C
h

ar
ge

 (
μ

C
)  

Applied voltage (kV)  

C
h

ar
ge

 (
μ

C
)  

Applied voltage (kV)  

C
h

ar
ge

 (
μ

C
)  

Applied voltage (kV)  

a  b  c  


