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Abstract

Continuum Computing is a recent term born to refer to the capacity to smoothly integrate

Cloud, Fog, and Edge Computing to let applications run wherever they can better exploit the

characteristics of the infrastructure to perform better, faster, or more efficiently. Computing at

the Continuum is not trivial for many reasons. First, because applications are not thought

to be Continuum native, but just Cloud or Edge native, and second, because a Continuum

infrastructure is composed of heterogeneous and highly distributed nodes, but applications

need infrastructure transparency to work properly everywhere in the Continuum. In this

regard, the use of containers and orchestrators helps, but those latter are usually heavy

and unsuitable for high-constrained Edge devices. Moreover, internet use is huge in highly

decoupled infrastructure and even transmitting sensitive data; therefore, keeping Continuum

secure is challenging. All those conditions and challenges make the Continuum hard to

define, standardize, and implement. In this thesis, we will go through all those aspects that

make the realization of Continuum Computing hard, and for all of them, we will propose one

or more suitable solutions that will be extensively discussed, designed, and tested. Ultimately,

we will even analyze scenarios where Continuum Computing is needed and how our work

can help satisfy those needs.

Keywords: Continuum Computing, Cloud Edge Continuum, Serverless Computing, Function

as a Service, Serverless Workflows, Osmotic Computing, Urgent Computing.
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CHAPTER 1

Introduction

One of the most disruptive innovations in the Information Technology World is repre-

sented by the introduction of Cloud Computing. The idea behind Cloud Computing is based

on resource virtualization that allows, in a nutshell, hosting multiple virtual infrastructures

in one or more real ones, accessing them by the internet, and dynamically changing the

available resources. With the promise of saving money, many companies abandoned local

data centers to adopt the cloud infrastructure services provided by the major tech big players.

Just some years later the advent of the Cloud, the Internet of Things (IoT) rapidly increased

in popularity and even its application cases, like smart monitoring, environment monitoring,

disaster prediction, and many others. These use cases share a common workflow involving

IoT and Cloud: sensors produce data, data are sent to the cloud, the cloud computes the

data, sometimes running a machine learning algorithm, then the result is sent back to the

stakeholders. In this chain of processes, we can highlight three different downsides:

1. intensive network usage: network bandwidth easily gets congested by the intensive

use of it, falling in the impossibility of using it.

2. No real-time computation: sending data to the cloud and waiting for the response

has a cost that increases, increasing the size of data we need to transfer and receive,

and therefore, the reaction time to some data is really slow, sometimes making the

computation useless.

3. Absence of data privacy: mostly for local law constraints, we could need to compute

1
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and store data in a delimited geographic area; by using the cloud, this is never possible.

These limits introduced computation capacity close to the data at the network’s edge.

This intermediate level has been called Edge Computing and runs lightweight computations,

forwarding the heaviest to the cloud infrastructure. For a while, Edge Computing has been

considered a good solution to absolve the above-mentioned problems because being located

close to the data sources, the network usage is limited, the result is near real-time, and the

computation is done in the same domain area of the data source.

From around 2020, the new challenge is letting the cloud and the edge infrastructure

smoothly work together, called Cloud Edge Continuum Computing, or just Continuum. As

highlighted in [10], this continuity must be more guaranteed at the application level than at

the infrastructure. Continuum native application, in particular, should be:

1. high decoupled: a monolithic application cannot be split into parts by design, so it

should entirely run in the cloud or in the edge. High-decoupled applications, usually

based on microservices or in Function as a Services (Faas) functions, are naturally split

into parts. Each part can be tailored to run in the cloud or edge, depending on the

application constraints.

2. As architecture-independent as possible: cloud and edge infrastructures differ in many

aspects, like the computation capacity or the network bandwidth. These aspects invali-

date the performance of the running application but not the operability. Some other

aspects, like the CPU or OS architecture, can make it impossible to run some appli-

cations or pieces of them. For this reason, applications should be independent of the

infrastructure where they are run.

3. Decoupled from data: continuum applications should be moved among the available

infrastructure to guarantee QoS and resource load balancing, but when applications

bring data, this process becomes harder. For this reason, the application business logic

and the data location should be located in different places to move the business logic

without touching the data.

The Cloud Edge Continuum Computing’s challenges are the goals of this thesis work; in

particular, in this broad scenario, the research questions we focus on are:

RQ1 How to guarantee cooperation in public and private Cloud and Edge infrastructures?

RQ2 How to deploy Continuum native applications?
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RQ3 How to guarantee security and privacy in Continuum environments?

RQ4 How to discover and address applications in a Continuum infrastructure?

RQ5 How to orchestrate applications in the Continuum?

RQ6 What are possible use cases of computing at the Continuum?

1.1 Scientific Contributions

In this Section, we will shortly answer the just pointed research questions. Then, for each

question, we will forward to the right chapters to extensive read about our solutions and

related research.

RQ1: How to Guarantee Cooperation in Public and Private Cloud and Edge Infrastructures?

Contribution: defining a guideline architecture to design and build Continuum native

applications

We learned that the FaaS is a good approach to deploy applications on the cloud and on the

edge, and in particular, the Faas workflows are a good option to make these applications

continuum native. On the other hand, we ignored that vendor-locking producers mostly

provide cloud infrastructures and serverless services, making it harder to integrate with

other providers or open-source solutions. Considering these issues, we tried to provide a

common architecture for serverless cloud-edge workflow suitable for private and open-source

solutions, aiming to make integrating these different contexts easier. We extensively answered

this question in Chapter 3.

RQ2: How to deploy Continuum native applications?

Contribution: Composition of FaaS-based application orchestrated in heterogenous

infrastructures

We can affirm that Docker convinced the industrial and scientific community that the best

solution to deploy applications everywhere passes through the Linux containers. Linux con-

tainers, nowadays, are no longer deployed on bare metal servers, but orchestrators like

Kubernetes, Mesos, and Nomad are used to deploy them and control their life-cycle over

a clusterized environment composed of cloud as well as edge infrastructures. Due to the

complexity these orchestrators reach nowadays, Serverless and, specifically, FaaS have been

put on top of them to do these jobs. We have seen in containers, orchestrators, and serverless

the opportunity to build multi-architecture applications able to be spread, synchronized,

and relocated in the cloud and the edge, guaranteeing, in the end, the continuum of the
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service. Even with those tools, we still have to find a way to design complex and Continuum

Native applications by binding functions. In Chapter 4, we proposed two ways to do that.

The first one, called OpenWolf is the first open-source scientific workflow serverless engine

based on Kubernetes, OpenFaas, and other open-source solutions. OpenWolf allows defining

somewhat industrial workflows, which means the steps inside are well-defined and known,

and then an initial raw object is processed following the workflow. On Continuum, work-

flows can be prone to dynamicity, which means who produces, who consumes, and how to

consume data continuously changes. OpenWolf cannot shape these characteristics. Because

of that, we proposed a second solution based on the RPulsar engine, extending it to work on

Continuum using FaaS. This engine, unlike OpenWolf, lets bind functions by the dynamic

match of profiles between producers and consumers. Each binding shapes a workflow in the

Continuum.

RQ3: How to guarantee security and privacy in Continuum environments?

Contribution: applying the Osmotic Computing principles to the deployment systems we

adopted in RQ2.

There are many security aspects to consider when dealing with applications on the cloud and

edge. From an application perspective, Authentication, Authorization, and Accountability

(AAA) are the fundamentals needed to guarantee the minimum requirements of a basic

trustable service. In distributed and connected environments, other aspects must be consid-

ered, like network security or the transmission of sensitive data. We tried to cover all those

aspects, proposing two works described in Chapter 5. In particular, firstly, we tried to secure

the infrastructure and the code execution. We did that by improving the OpenWolf project

using the Software Defined Membrane (SDMem), to keep secure connections and access to

private data. Then, we addressed the Authorization and Authentication issues in unstable

Continuum environments, where policies can continuously get updates and then must be

propagated. We did that by proposing an Osmotic Identity Manager, eventually consistent

among a Peer IDM Network, and we integrated it into the previous Osmotic Infrastructure.

RQ4: How to discover and address applications in a Continuum infrastructure?

Contribution: Proposing a geohash-based DNS to locate and discover services

In some dynamic environments, such as smart cities, services provided to the citizens are

dynamic, related to a specific area or target, then prone to change or move; for that reason,

locating and reaching them can be hard. In this scenario, we proposed a geographical-based

DNS, called OCE-DNS. This distributed infrastructure based on the principles of the Osmotic

Computing that will be discussed later is described in 6, and it allows exploring and reaching
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out to services, applying DNS standard queries using three-dimensional geo hashes as FQDN.

RQ5: How to orchestrate applications in the Continuum?

Contribution: using and customizing container-based orchestrators

Container orchestrators are the standard de facto to deploy and manage cloud applications,

but this is not true on the edge. In highly constrained devices, orchestrators are prone to

fail or overload the devices, making it impossible to run further applications on them. For

these special environments, where the edge infrastructure is abroad but constrained, we

developed Tolerancer. Tolerancer is a peer-to-peer light orchestrator composed of two units

called Monitoring and Middleware Unit; the latter makes possible the communication and

the sharing of information between devices, and the first one analyzes and reacts to failures

or overloads in the system. This project is argued better in 7.

RQ6: What are possible use cases of computing at the Continuum?

Contribution: providing different use cases where computing at the Continuum in-

creases the quality of the service

In recent years, computing at the Continuum has become a hot topic due to the several

use cases involving cooperation between the Cloud and the Edge. In Chapter 8, we discussed

those use cases and presented two works. In the first one, we used OpenWolf to deploy and

manage a deep learning pipeline to train and analyze images from smart cameras installed on

a city street in real-time. The second work focused on Urgent Computing use cases like river

flooding, forest wildfire, etc. Those themes are the main focus of the European Project TEMA,

which aims at providing efficient systems to prevent and control the territory. We contributed

to this project, designing a highly decoupled heterogeneous architecture to efficiently analyze

data from IoT sensors using serverless workflows.

This thesis’s topics, challenges, and solutions are summarised in Figure 1.1.

1.2 Structure of the Thesis

The Thesis structure tries to link each research question to a chapter to improve readability.

In Chapter 2, we provide the background knowledge needed to understand the further work,

then the core of this thesis work is discussed between Chapters 3 and 8, in particular:

In Chapter 3, We proposed a guideline architecture to design build and deploy Continuum

Native applications.
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Figure 1.1: Research questions and presented works mind map

In Chapter 4, we discuss OpenWolf and Enhanced RPulsar to deploy applications on the

Continuum.

In Chapter 5, we discuss the security threats regarding deploying applications on the

Continuum and propose Osmotic Computing solutions to mitigate them.

In Chapter 6 we propose an Osmotic computing-based solution to locate and relocate

applications on Continuum.

In Chapter 7 we discuss Tolerancer, a micro orchestrator for applications running on

constrained infrastructures.

In Chapter 8, we wrap up all the works, discussing two real scenarios where our solutions

have been used.

Each core Chapter has an introduction to what we want to address there and includes one

or more works. Each work is organized using a common structure as follows: 1. introduction;

2. review of the state of the art; 3. discussion about the background and specific technolo-

gies; 4. design and implementation of the system; 5. performance evaluation; 6. conclusion

summarising specific contribution.

Finally, Chapter 9 concludes this thesis work and lights the future research directions.



CHAPTER 2

Background

This thesis aims to provide solutions to enable the Cloud Edge Continuum, that is, the

ability to guarantee the continuity of the computation among different computation layers.

Before doing that, we must discuss the building blocks that drove us to the Continuum’s

challenges. For this reason, we shortly introduce some important concepts, such as Cloud,

Edge and Fog Computing, Serverless Computing, and Osmotic Computing. All those terms

will be extensively used, and to better understand our work, it is important to understand

how they work, what advantages they provide, and their disadvantages and issues.

2.1 Cloud, Edge and Fog Computing

Cloud Computing is the evolution of traditional data centers; it allows to virtualize

hardware and software resources, such as servers, storage areas, and networks that can be

provisioned on-demand with different quality of service and cost in remote data centers.

Historically, Cloud Computing is characterized by five key points, that are: • on-demand

self-service; • broad network access; • resource pooling; • fast elasticity; • measured service;

The service models that a cloud provider are many, and they continuously increase, but

basically, the officially recognized ones are:

• Software as a Service (SaaS): which provides out-of-the-box applications such as remote

storage;

7



§2.1 − Cloud, Edge and Fog Computing 8

• Platform as a Service (PaaS): which provide platforms that let host specific kind of

applications, like, for example, Heroku to host code;

• Infrastructure as a Service (IaaS): which provides resources used to build virtual ma-

chines, VPS, storage areas, and so on;

Cloud Computing is powerful because it makes it possible to provide high-performance

resources at any time, paying just the cost of the real, but this model does not fit use cases

where it is still important to bring the computation as close as possible to the data, reducing

network latency and improving the response time. Edge Computing is thought to absolve

these issues. In edge computing, the storage and computation are performed on devices

located at the network’s edge rather than on a centralized server or in the cloud. Edge

computing can be used with cloud computing, with the cloud being used for more resource-

intensive tasks and edge devices handling more localized, real-time processing.

Fog Computing has been recently located in the middle between Cloud and Edge. Fog

computing typically acts as a broker that deploys computing resources at the network edge

and connects them to a central cloud-based infrastructure. In some cases, the Fog layer

can even act as a middle computation layer, providing near real-time computation to the

edge infrastructure without involving the cloud. Typically, the Cloud, Fog, and Edge are

represented in figure 2.1

Figure 2.1: Cloud, Fog and Edge pyramid
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2.2 Cloud Edge Continuum

As we understand from the previous section, Cloud, Fog, and Edge are different compu-

tation and storage layers organized in a hierarchy mainly based on their location. These three

layers are not supposed to be traversed in a specific order, and they are not supposed to be

used the time together; some applications could require using just one or two of them, and the

choice may change over time, depending on many different factors like the required quality

of the service, the emergency of the obtaining a result, or the traffic in the network. The

Cloud Edge Continuum challenge is to spread, locate, relocate, and synchronize applications

to where they are needed. Continuum, in some way, wants to split the application parts

from which they are executed to have a unique big computation infrastructure that is used

dependently on the current needs. Unfortunately, there are no unique solutions or standards

to create a Continuum environment, but there are some paradigms, like Osmotic Computing,

and some architectural models, such as the microservices and the Serverless, that can be

exploited, as we will see, to create it.

2.3 Microservices and Orchestration

The Microservice architecture is a software design model that structures an application

as a collection of loosely coupled, independently deployable services. Each microservice is

in charge of a specific task while interacting with other services using light communication

protocols. Microservices can be deployed, scaled, and updated independently, making build-

ing, testing, and maintaining complex systems easier, especially using some containerization

tools, like the Docker containers, that can inbox an entire service in a unique and independent

unit.

However, managing microservices can become challenging as the number of microser-

vices grows. At this point, orchestration is used. Microservice deployment, scaling, and

interaction coordination are all handled automatically through orchestration. Utilizing a

system that can automatically plan and manage the deployment of microservices across a

cluster of servers, such as Kubernetes or Docker Swarm, is often required.

Managing microservices’ configuration, keeping an eye on their well-being, and taking

care of service discovery and routing are all part of the orchestration. Orchestration can assist

in ensuring that microservices are consistently available and operating properly, even if the

application changes over time, by automating these processes.
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2.4 Serverless Computing

Function as a Service (FaaS) and Serverless Computing, are cloud computing architectures

in which the provider administers the infrastructure and automatically allots and adjusts

the resources required to operate and manage specific functions or applications. Thanks to

serverless computing, developers may concentrate on building code without worrying about

the supporting infrastructure.

Code is run in a serverless architecture responding to events like HTTP requests, database

updates, or queued messages. Each function runs in its own container, which the cloud

service provider immediately creates when the function is invoked. The function runs only

for the length of the event, and the cloud provider deallocates the container when the function

completes. Serverless computing can make the development process simpler, which is another

advantage. Developers can concentrate on writing code and creating applications because

they do not have to worry about administering servers or infrastructure. This can assist

businesses in reducing time to market and raising the general caliber of their apps.

However, there are also drawbacks to serverless computing, including vendor lock-in, a

greater need for expertise in maintaining distributed systems, and possibly higher operating

expenses for particular workloads.

Serverless computing is considered a natural evolution of microservice architecture

because it increases the concept of "decoupled application", but unlike microservices architec-

ture, the presence of an orchestrator is required to let it properly work.

2.5 Osmotic Computing

Osmotic computing is a new computing paradigm that seeks to enable seamless, dynamic

resource sharing across multiple devices and clouds. In osmotic computing, devices and

clouds are connected through channels that enable the exchange of computational resources,

such as processing power, memory, and storage.

Osmotic Computing aims to standardize what is currently happening with orchestrations

and Faas but still improve it, letting application be Continuum native.

The concept of osmotic computing is inspired by the natural phenomenon of osmosis,

where fluids move across a permeable membrane to achieve equilibrium. In osmotic comput-

ing, computational resources are similarly exchanged between devices and clouds to achieve

a balance of resources across the network.
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One of the key benefits of osmotic computing is that it can help address the challenges of

traditional cloud computing, such as data latency, network congestion, and security concerns.

By enabling dynamic resource sharing across devices and clouds, osmotic computing can

improve performance, reduce costs, and enhance data privacy and security.

Osmotic computing is still an emerging area of research, and many challenges must

be addressed before it can be widely adopted. These challenges include developing new

algorithms and protocols for resource allocation and management, addressing security and

privacy concerns, and ensuring compatibility across different devices and clouds.

Despite these challenges, osmotic computing has the potential to revolutionize the way

we think about the Cloud Edge Continuum and enable new applications and use cases that

were previously impossible. With its focus on seamless, dynamic resource sharing, osmotic

computing could pave the way for a new era of distributed computing that is more efficient,

resilient, and adaptable than ever before.[11]. As the name itself suggests, this paradigm

is inspired by the chemical phenomenon of osmosis, which consists of the diffusion of

the particles of a solvent from the region with its highest chemical potential to that with

the lowest chemical potential when the diffusion of the solute is prevented by means of a

semi-permeable membrane.

Figure 2.2: Osmosis phenomenon

Similarly, microservices should move within an Osmotic Membrane in Osmotic Comput-

ing to find a configuration that satisfies given requirements (i.e., quality of service). Osmotic

Computing defines a lot of terms and concepts, but we mainly focus on (i) MicroElements

(MELs) and (ii) Membrane. The first ones are software or data abstractions and are classified

according to their nature [12] of MicroService (MS) or Microdata (MD), as shown in Figure

2.3. They are furthermore divided into MicroOperationalServices (MOS) and MicroUserSer-
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vices (MUS) and between MicroOperationalData (MOD) and MicroUserData (MUD). More

specifically: (i) MOS can be associated with operative systems; (ii) MUS can be associated

with user applications; (iii) MOD stores configurations for MSs; and (iv) MUD stores user

data.

Figure 2.3: MELs classification.

While MODs are usually sharable between different applications, MUDs are designed to

be accessed by the owner (i.e., a user, an MS, or an application) to ensure privacy. Osmotic

Computing defines a concept of intra-membrane that isolates the MS/User space and MUD

from the outside, satisfying the objectives O1 and O2.

The Osmotic SDMem is a virtual environment based on the underlying infrastructure

(Cloud or Edge resources). Inside this environment, MELs are isolated from the rest of the

world. Indeed, they can migrate through the osmotic nodes without interacting with external

infrastructure. The Osmotic Membrane acts as a filter to limit how MELs can be migrated

and under which constraints [13].

Figure 2.4: SDMem in Osmotic Computing

SDMem allows each organization to enable the grouping and filtering of MELs[14] based

on their properties and purposes when organized like a federated ecosystem. SDMem allows
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MELs to migrate according to constraints identified in the membrane, guaranteeing isolation

of one system from another [15]. An SDMem is instead a security component that Osmotic

Computing introduces to guarantee privacy and confidentiality for authorized interactions.

Firstly, a MEL can interact only with the MELs in the same SDMem, satisfying the Objective

O3. Moreover, the SDMem guarantees a network privatization that isolates the connections

from the rest of the cluster, satisfying the Objective O4. Ultimately, any point-to-point message

is confidential by design, which means that another MEL in the same SDMem cannot access it,

satisfying the Objective O5. Thus, SDmem allows isolating nodes in a federated environment;

in that way, MELs can only move through other nodes that are part of the same SDMem.

At the same time, it allows the isolation of different membranes (i.e., creating computation

context) and, therefore, the MELs of which it is composed to prevent unexpected interaction.



CHAPTER 3

Guaranteeing Cooperation in Public and Private Cloud and Edge

Infrastructures

FaaS is emerging as the prominent solution for making simpler, faster, and architecture-

independent software deployment on Cloud and Edge tiers. This new trend has partly been

used in Cloud-Edge Continuum applications that need to run functions over different nodes

to respect some defined QoS parameters, like data closeness or high-performance computing.

Unfortunately, FaaS has some lacks that hardly allow adding the ’Continuum’ aspect to an

Edge-Cloud environment due to the absence of a transparent architecture environment, a

tier-aware scheduler, and mostly a capacity to combine in a complex relationship different

functions in a Continuum native serverless workflow. Until now, Cloud and Edge providers

can offer solutions to deploy and run functions, and some can even build similar workflows.

Unfortunately, those providers did not share a standard or a guideline architecture; therefore,

integrating them to build hybrid workflows is somewhat impossible. We aim to provide a

reference architecture for deploying, composing, and making environment-aware serverless

workflows composed by FaaS functions spread over the Continuum.

3.1 Introduction

Deploying software at the Continuum is considered challenging for many reasons, such as

architecture dependency, host federation, and global resource balancing, [16], [17]. However,

the serverless paradigm was recently born to make these problems surmountable. Faas

14
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engines are typically based on an orchestrator (i.e., Kubernetes), which is able to manage

multi-architecture containers and load balance and federate resources [18]. Serverless and

FaaS paradigms are widely used in cloud-only applications, but thanks to their flexibility,

some recent works are emerging with the purpose of deploying functions into the edge of the

network for lightweight problems [19], [20], [21]. For example, FaaS can be used for isolated

and low-decoupled tasks, but it is not ideal for complex and coupled applications due to the

impossibility of easily composing and integrating functions [22]. These drawbacks generate

issues for continuum environments where, typically, applications are coupled in data-driven

workflows with many tasks connected among different computing tiers [23, 24, 17].

In this chapter, we propose i) new research guidelines for serverless orchestration in the

cloud-edge continuum paradigm and ii) a reference blueprint for the standard creation of a

FaaS-based workflow orchestration. Specifically, we determine principles, definitions, a refer-

ence architectural model, and data structures that are useful for defining and orchestrating

serverless workflows. This baseline architecture will be used to design OpenWolf, which is

described in Section 4.1, and it will be used in Section 8.1 to deploy a deep learning workflow

for image classification in a Smart City scenario, considering five steps: (i) collection, (ii)

transformation, (iii) training, (iv) inference, and (v) plotting.

3.2 Background

The Continuum Computing aims to make a collaboration between the cloud and edge

tiers in order to distribute near real-time processing on the edge and massive processing on

the cloud [25]. Continuum faces several challenges related to different topics (i.e., security,

scheduling) such that actual solutions [10] need to be re-engineered to become suitable for

the Continuum Computing.

Recently, serverless computing has emerged as a solution for distributing small functions

using containers intending to react to external triggers (i.e., cronjobs, HTTP calls, message

queue systems) [26]. This new paradigm was well received by the scientific community,

which tries to exploit it for orchestrating functions over the Continuum Computing [27]

by using different orchestrators, such as Kubernetes, [28], Nomad [29], [30], and more [31].

Moreover, FaaS is used in the Continuum Computing to make development, deployment,

and automatic balancing easier thanks to the underlined orchestrators [32, 33, 34].

The combined use of cloud-edge continuum and serverless pointed out the problem of

composing functions, which means the capacity of concatenating functions for creating more
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complex applications. Authors [35] proposed three principles of serverless as (i) black-box

functions, (ii) substitution, and (iii) double billing, which attempt to explain that composing

FaaS application could be considered an anti-pattern. However, we do not agree with that

statement.

The term workflow was used as a generic term for describing a well-defined organization

of tasks connected in order to transform one or more inputs to a given output. In scientific

literature, this term muted to Scientific Workflows, which is described [36] as a way to deal

with data and pipelined computation steps in different application fields (i.e., bioinformatics,

cheminformatics, ecoinformatics, geoinformatics, physics), without mastering a computer

science background. For example, Kepler is a workflow grid-based, later extended [37] to

support distributed computing on grid computing. Almost in parallel, the Pegasus system

[38] was proposed to abstract the workflow as an ensemble of independent tasks. Such

technology continued to have a progressive evolution, keeping track of newer ones, such

as grid [39], [38], cloud [40], containers [41], and [42]. Going towards the last five years,

workflows gained new popularity because of the increasing use of cloud computing and

Serverless. Indeed, the latter was widely adopted for designing and implementing work-

flows [43]. Perez et al. [44] designed a framework for executing Linux-based containers in

a FaaS platform (i.e., AWS Lambda). Jiang et al. [43] integrated the scientific workflow into

the main FaaS providers in order to exploit the serverless paradigm and make easier the

implementation for end users (i.e., scientists). Skyport [45] was instead a brilliant idea for

creating black-box-based workflows, by means of an engine able to compose workflows as

soft virtualized software (i.e., Docker containers). Recently, the workflow has become more

sophisticated and accurate. It is not a programming pattern or a software architecture de-

sign, but a computational on-premise engine that defines, stores, and deploys a composition

of black-box functions [46]. Hyperstream [47] is a domain-specific tool to deploy Machine

Learning (ML) algorithms that are automatically fired by some incoming streaming data.

One step ahead in this direction was moved in [48], where the authors proposed a Workflow

Engine Server (WES), which is a back-end engine used to store functions and workflows and

run them when triggered by an event. Such an engine introduces workflow modularity and

a validation schema, but it lacks integration with external systems and expandability with

other functions. One of the most autonomous engines has been instead presented by Lopez

et al. [49] with Triggerflow, a trigger-based orchestration of serverless workflows. It lacks a

user-friendly workflow editor, a data schema for the functions, and an event global registry.

However, Triggerflow has clear strengths, such as a mechanism to fire triggering-based
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Figure 3.1: State structure

workflow, an asynchronous communication channel, and a serverless model. A different

approach for workflows was, instead, presented in [50], where authors propose R-Pulsar, a

cloud-edge engine able to trigger functions according to an interesting matching algorithm

based on a decoupled Associative Message (AR) selection already presented in [51]. This

helps in matching producers and consumers, as well as taking actions, such as running a

function and starting a data production [52]. The above-mentioned approaches prove good

flexibility mostly when related to ML [53], but the utilization of serverless is still not totally

well exploited.

3.3 Workflow Engine Characteristics and Principles

In this Section, we put the stakes of the proposed workflow engine architecture, and we

define the dictionary of terms that are used in the remainder of this Chapter, i.e., i) state, ii)

event, iii) workflow, iv) manifest

3.3.1 State

The main component of the architecture is the state. It mainly encapsulates a function

and all the information related to it. It is stateless, which means the running state is unaware

of other states interacting with it, and therefore, the state behavior can not change based

on previous executions. As shown in Figure 3.1, the state is composed of i) metadata and (ii)

a function. The latter code includes the state’s business logic and is encapsulated inside a

container.

The metadata includes four pieces of information: state description, handler instructions,

input, and output schema. Specifically, they are described as follows:

State Description contains the state identifier, name, service description, and service class.

They are used to classify the service quickly.
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Bootstrap Instructions are run for instantiating a state inside the Workflow Engine. These

could contain the code to build an image, set the environment variables, or run a docker

container.

Handler instructions are run every time a state is triggered. These validate the input schema,

run a function using the passed and parsed parameters, wait for the function result,

and finally parse results with a format compliant with the output schema.

Input/Output Schemas contains the schema of the acceptable input and the schema of the

provided output. They are essential for creating compatible state chains.

Often, Workflows also contain the connectors, a special state that simply maps a state’s

output to the next states’ input, according to their input/output scheme. It is created on-

premise during the workflow design, and it does not require an input and output predefined

schema since they change according to the workflow where they are located.

3.3.2 Event

An event is the only entity that can be processed in a workflow; it is originally sent

from outside and then processed inside the workflow. All changes applied to an event are

separately stored in a data lake, while the last version of the event is propagated through the

workflow states. An event is composed of both immutable and mutable data. The immutable

data includes:

Event ID identifies the event uniquely and is managed directly by the workflow engine.

Workflow ID refers to the workflow that is processing/has processed the event.

The mutable data are generally updated by the workflow engine and by the states that

process the event. This includes:

Status is a value in the following domain: ⟨ Started, Processing, Error, Processed ⟩.

Data is the last state’s output.

Timestamp represents the date and time the last transformation has been completed.

3.3.3 Workflow

The workflow diagram in Figure 3.2 represents how states interact. The workflow starts

when the first node is triggered by an external event, i.e., action 1 in Figure 3.2, carrying on a
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data payload. Any event is directly connected to a State (action 2) and therefore to a Connector

(action 3). Connectors act as conciliators for filtering events with a specific state.

Figure 3.2: Workflow example

The first event is unique and mapped one-to-one to a single workflow execution. This

avoids overlaps with other events that follow the same workflow. Naturally, when an event

passes through the States, it modifies its data according to the output of the previous state.

Any link is allowed within the workflow, such as many-to-many, many-to-one, one-to-

many. However, they must start and finish with only one state. The triggering condition

must be explained when a many-to-one relationship (action 5 in Figure 3.2) is defined. In this

regard, the condition may follow the boolean algebra, i.e., using AND for combining two or

more events that must be received before firing the next one or using OR for combining two

or more events according to the fact the only one of them is enough for firing the next state.

The workflow diagram shown in Figure 3.2 is an example of an e-commerce scenario,

where customers are notified by email and a short message system as soon as a product

they are interested in is again available. Furthermore, the workflow is triggered by a web

notification that says a given product is available again. The workflow fetches the users

interested in this item using the State J0, J1, and J2, then fetches the users’ email and telephone

numbers. Finally, the State J3 is used to notify the users. In this scenario, three connectors are

used. Two connectors make the J0’s output compatible with the J1 and J2’s input. The last

one maps the J1 and J2’s output instead of the J3’s input.

3.3.4 Workflow Manifest

To describe a workflow within a schema, we propose a manifest based on YAML format.

The manifest translates in processes what was designed, i.e., in Figure 3.2.
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1 name : <workflow−name>

2 c a l l b a c k U r l : <uri −where−to −send− r e s u l t >

3 s t a t e s :

4 < s t a t e −id >:

5 func t ion :

6 r e f : <re f −to −funct ion −id >

7 conf ig :

8 key : value

9 s t a r t : t rue

10 handlers :

11 <handler −id >:

12 endpoint : <endpoint −to −funct ion >

13 conf ig :

14 key : value

15 workflow :

16 < s t a t e −id >:

17 a c t i v a t i o n : <Boolean Equation >

18 i n p u t F i l t e r : < j q command>

19 o u t p u t F i l t e r : < j q command>

Listing 3.1: Workflow Manifest example

As shown in the listing 3.1, the manifest has i) a name, ii) a callback URL where sending

the result, and three more sections, such as iii) States, iv) Handlers, and v) Workflow.

States lists and describes all the statuses of the workflow. For each state, we define a name,

handler, and a global key-value configuration for the handler.

Handlers describes all the handlers called within the states. This attribute determines how

to call the handler and the basic configurations that may be overwritten in the States’

parts. The separation of States and functions sections allows multiple times the same

handler in different states.

Workflow describes how the states interact. We determine which previous states have trig-

gered each state and how to transform inputs and outputs. This part acts as a connector.

3.4 Architecture

Figure 3.3 shows the reference architecture for managing a serverless workflow. It is a

four-layered architecture composed of i) infrastructure, ii) federation, iii) serverless, and iv)

service layers. All layers are described as follows.
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Figure 3.3: Workflow Engine architecture

The infrastructure layer contains the bare-metal nodes in the Continuum Computing

environment. Nodes may have different geographical locations, architectural characteristics,

and distribution. The federation layer creates communication interoperability among the nodes

of the infrastructure layer. It comprises an overlay network that connects nodes with a

Message Oriented Middleware (MOM), intending to exchange data over the overlay itself.

The serverless layer provides FaaS features to the underlined layer, i.e, the service layer. It uses

a container orchestrator for deploying functions among the federation. It includes a function

repository for storing the functions in the system, a compiler to build the same function in all

the architecture available and compatible, and a gateway used to trigger the functions. The

service layer is, instead, the top layer of the architecture. It adds the capability of composition

to the serverless layer. The service layer is composed of an Event History Database (EHD),

a Workflow repository, and a single agent. The EHD stores a permanent history of events

transformation within the engine. Indeed, an event changes its mutable content when it

is the input of a state. However, if a workflow is composed of n-states, the initial event

will have n changes. Thus, the EHD stores all the n changes, along with the initial content.

Furthermore, we had to consider a Status History array field in the event data structure, as

shown in Figure 3.4. This approach allows to: i) keep track of the event history, ii) keep track
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of the event transformation, iii) log every change, and iv) recover any workflow state. The

workflow repository stores the manifests files that contain the workflow descriptions according

to the structure defined in Section 3.3.4. The Broker coordinates the service layer and, more in

general, the overall infrastructure. It basically is in charge of receiving the external events

and intercepting the execution of a function inside a triggered state, recognizing that it uses

the proper workflow manifest in the workflow repository, and then updating the EHD for

saving the actual data coming from the events or the states.

Figure 3.4: Event data model

3.5 Conclusion

In the era of serverless and microservice architecture, workflows are slowly going to gain

popularity as a tool to mix serverless services and deploy them in order to compose complex

functions in modern engine infrastructure based on the Cloud.

Historically, workflows are recognized as a computation chain where the processes

involved depend on the specific field where they are acted. In the last two years, this term

has started to appear in different fields, like microservices, FaaS, and cloud-edge continuum.

In some way, the scientific community shares the idea that workflows enable the cooperation

between functions, services, and in general network hosts.

This trend is fully reasonable since we managed to deploy functions and services every-

where, just to think of the new concept of the ”Internet of Everything“. However, we did not

manage to link these capabilities together. To try to reach this scope, different open-source

and enterprise providers proposed different ”linking services“, that have been called FaaS or-

chestrators. These are of course valid products but do not trust a standard, are not integrable

and each of them does not absolve at all to all the requirements a functioning workflow could

ask.
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In this scenario, we started from scratch, defining the workflow concept. Therefore, we

first determined what the elements involved in workflows, i.e., jobs, and events, and how they

are related together. After that, we defined a design schema for workflows with clear terms,

figures, and data models. Finally, using these tools, we proposed a reference architecture for

the management of a workflow platform over a cluster.

This work can be considered a starting point for the serverless workflow field, but we

still have to deal with different challenges, like i) designing the security aspects of the engine,

ii) designing the fault tolerance aspects on the nodes, iii) implementing a workflow engine

able to respect this reference architecture. All these challenges will be faced in the remaining

chapters of this thesis.



CHAPTER 4

Deploying Continuum Native Applications

From our introduction, we understood that it is still impossible to build FaaS native appli-

cations without a Cloud broker that coordinates the functions on the continuum. Therefore,

FaaS usage is limited to very simple and specific jobs. In this chapter, we brush up on Scien-

tific Workflow using the FaaS paradigm to realize full Native Serverless Workflows-based

applications.

We will face this challenge by designing two different platforms. The first is discussed

in Section 4.1. In this work, we define a custom Workflow Manifest DSL used to describe

function interactions; then, we describe the implementation of an agent able to deploy

architecture-independent functions and coordinate them according to the Manifest. Finally,

federating the Cloud-Fog-Edge tiers in a single Continuum environment, we allow functions

to take advantage of the Continuum tier’s characteristics where they are deployed. This

project is called OpenWolf, and its repository is published on GitHub, under GNU General

Public License v3.0, and is based on the reference WES architecture we described in Chapter

3.

The second approach we used to define continuum native distributed workflow is dis-

cussed in Section 4.2. In this work, we generate dynamic workflows using a distributed

broker able to match IoT producers and Serverless Functions producers and consumers by

the use of a profile data rule engine. This project enhances an already existing research project

called RPulsar, and improves it letting it spread functions instead of no-scalable pieces of

code in the Continuum.

24
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4.1 OpenWolf: a Serverless Workflow Engine for Native Cloud-

Edge Continuum

Recently, many works have been raised with the aim of enabling continuum computing,

namely the ability to connect and orchestrate by events data computation between Cloud,

Fog, and Edge for keeping a good QoS, i.e., network latency, computational power, and

data locality. Many interesting solutions were proposed to solve the Continuum problem

using proactive or reactive approaches. The Serverless paradigm has also established itself

as a potential solution for designing continuum native applications, and in Chapter 3 we

have already defined a reference architecture based on the Faas to deploy workflows on the

continuum.

In this Chapter, using the concepts inherited from Chapter 3, we make use of the Serverless

paradigm to (i) enable Faas over the continuum tiers, and (ii) solve the problem of composing

complex functions-based architecture proposing a many-to-many workflow engine. In the

following, we define the design, development, and validation of an Open Source Serverless

Workflows Engine called OpenWolf, able to compose functions among the constrained

Continuum tiers according to a workflow manifest. Source code has been published on

GitHub1 under GNU GENERAL PUBLIC license.

4.1.1 State of the Art

In Chapters 2 and 3 we have already argued the challenges of the Continuum, that is

the ability to bring the computation at any infrastructure level (i.e. cloud, fog, and edge),

and we have seen as the Serverless can help on this aim. Building Faas-based applications

means building workflows, but as pointed out in [35], the three principles of serverless

are (i) black-box functions, (ii) substitution, and (iii) double billing, cannot be respected in

functions workflows. Even in these constraints, interesting works [33] and [53] have emerged

with the scope of moving Cloud workloads as close as possible to the Edge using FaaS

composition. However, the computation is focused on a use case and does not allow for

building a general-purpose serverless composition model.

4.1.2 Motivation

A good opportunity for developing Continuum native applications is given by Serverless

and FaaS platforms, which allow developers to focus on business logic applications (i.e.,
1https://github.com/christiansicari/Open-Wolf-Serverless-Workflow

https://github.com/christiansicari/Open-Wolf-Serverless-Workflow
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function), demanding building, deployment, and API exposition to the platform itself. This

seems to be a way to enable the continuum, but some challenges still need to be solved. First

of all, Serverless does not guarantee architecture transparency. Indeed, it is not possible to

transparently deploy functions over x64 platforms in Cloud and Fog, while ARM architectures

are used in Edge.

Secondly, general-purpose applications are composed of several tasks related to different

relationships, such as (i) following, (ii) dependency, and (iii) mutual exclusion. Therefore,

they can be strictly sequential or parallel.

Recently, many projects aimed to implement FaaS workflow using open-source projects.

However, the repositories are unmaintained or rarely updated, such as [54], [55]. Other

projects, such as OpenWhisk, allow only the implementation of sequential function chains

that are not enough for a general-purpose Workflow execution.

Using the principles and concepts defined in Chapter 3, this work aims then to exploit

the Scientific Workflows principles when applied to Faas, to make the continuum happen. To

achieve this, we outlined a roadmap as follows:

• defining a workflow manifest model to describe the workflow structure both in terms

of involved processes, complex process relationships (one-to-many, many-to-one), used

functions, and Continuum constraints;

• federating the Continuum computing layers in a single (high-level) homogeneous

cluster built with heterogeneous computers/devices;

• providing the cluster with a Function Provider able to deploy and invoke function at

any Continuum layer, considering also deployment constraints;

• building platform-independent functions usable at any Continuum’s tier;

• enhancing FaaS platform with a composition engine able to (i) trigger workflows, and

(ii) orchestrate the functions outputs’ flow to the correct next function(s) in the workflow

manifest.

4.1.3 OpenWolf Engine

In this section, we present the OpenWolf engine, an open-source project developed with

the purpose of defining a new way for bringing computation at any tier of the Continuum,

orchestrating and composing FaaS for implementing complex applications workflows.
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The Serverless Workflow

As widely explained, a scientific workflow is a composition of processes and data that

shape more complex applications. FaaS acts as scientific workflows’ building blocks, but we

have to manage functions to design workflows that can:

• support single/multiple trigger(s);

• support many to many relationships between functions;

• support data pre- and post-processing filters;

• support parallel and sequential process execution;

To the best of our knowledge, the most used open-source Serverless engines (i.e. Open-

FaaS and OpenWhisk) do not natively realize such workflows, allowing only sequential

composition of functions without data pre-and post-processing, as shown in Figure 4.1.

Figure 4.1: Sequential Function composition workflow

Instead, OpenWolf is designed to match all the above-mentioned properties, drawing

workflows like in Figure 4.2. Figures 4.1 and 4.2 suppose a simplified road traffic inference

based both on collected images and information related to the air quality. The difference is

significant at a glance because in Figure 4.2 a single function can either trigger multiple ones

(one-to-many) or wait to receive inputs from one or more previous functions (many-to-one).

In these examples, the key difference is given by the functions that show data. In the first case,

this waits for non-related functions, whereas, in the latter case, this fires once their inputs are

ready ad then respects the real task dependency. This helps avoid any non-required waiting

time.

Workflow Manifest

Typically, we need to use a Domain Specific Language (DSL) to describe a domain-

specific structure. However, considering the young age of serverless workflow, any DSL
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Figure 4.2: Example of Workflow in data analysis

has been established as a standard so far. A very interesting project in this field is given

by the Cloud Native Computing Foundation (CNCF), which is currently maintaining the

Serverless Workflow Project2. This project proposes a vendor-neutral, open-source, and fully

community-driven ecosystem for defining and running DSL-based workflows that target

the Serverless technology domain. Inspired by this, we defined a custom workflow manifest

composed of three parts and reported its structure in the listing 4.1.

1 name : <workflow−name>

2 c a l l b a c k U r l : <uri −where−to −send− r e s u l t >

3 s t a t e s :

4 < s t a t e −id >:

5 func t ion :

6 r e f : <re f −to −funct ion −id >

7 conf ig :

8 key : value

9 c o n s t r a i n s :

10 key : value

11 s t a r t : t rue

12 f u n c t i o n s :

13 <funct ion −id >:

14 platform : openFaaS

15 endpoint : <endpoint −to −funct ion >

16 conf ig :

17 key : value

18 workflow :

19 < s t a t e −id >:

20 a c t i v a t i o n : <Boolean Equation >

21 i n p u t F i l t e r : < j q command>

2https://serverlessworkflow.io/
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22 o u t p u t F i l t e r : < j q command>

Listing 4.1: Workflow Manifest format in OpenWolf

The functions part contains all the function definitions that are consumed in the workflow.

In each definition, we need to indicate at which URL it can be triggered and the default

configuration parameters. The URL is provided by the Serverless provider (in this case, only

OpenFaaS) when we deploy a function, the parameters instead depend on the function

business logic, OpenFaaS typically allows us to send them using the HTTP headers that will

be translated in environment variables.

Furthermore, we can add scheduling constraints to the function, a very useful property

for selecting the right Continuum tier where the function will live.

The states part contains the set of the workflow’s building blocks. They are used to envelop

a function and can be triggered only once for each execution. For each state, we need to

specify which function is triggered when the state is active and the configuration of custom

parameters that override the default ones previously declared as a function parameter.

The workflow part defines the rules that link the states together. For each state that com-

poses the workflow, we need to give the action function, which is a boolean combination

of the other states, and when it is verified it tells the OpenWolf agent to trigger the State.

Moreover, each state output could be not compatible with the input of the next State in

the workflow, for this reason, we need to filter them. We do that using the inputFilter and

outputFilter properties, enhanced with JQ instructions. JQ is a command-line utility that is

thought to extract information like grep or awk, but it is specialized on JSON documents.

In summary, the manifest shapes the state interconnections, state dependencies, and their

deployment over the Continuum. Therefore, we visualize the workflow as a dependency

graph as designed in Figure 4.3.

Event Data Structure

The output returned by the state/function when this terminates its execution is defined

within the event data structure. This is expressed using a JSON format, in which the main

properties are called ctx and data.

The ctx represents the event context and it is composed of the workflowID, which refer-

ences the workflow to which event it belongs, the execID, which distinguishes the different

executions of the same workflow, and the state, which references the state that has returned

the event.
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Figure 4.3: Workflow state graph in the Continuum

The data property, instead, is the function’s output itself and, unlike the ctx that is read

and set by the workflow agent (we will see it later), the function fully manages this.

An event example is proposed in the listing 4.2, which is fired by State C in the workflow

shown in Figure 4.2.

1

2 {

3 " c t x " : {

4 " workflowID " : " in ference − t r a f f i c " ,

5 " execID " : " in ference − t r a f f i c . 1 2 3 " ,

6 " s t a t e " : "C"

7 } ,

8 " data " : {

9 "AIQ " : 47 ,

10 " S c a l e " : "EU"

11 }

12 }

Listing 4.2: Workflow Event data model

OpenWolf Architecture

From the architectural point of view, we have to federate the Continuum layers, that is,

creating a single computing cluster that collects every node in the Continuum and manages

them with the same interface. This process allows the orchestrate and composition of the

functions, as well as the spread of them in the Continuum. For federating the Continuum, we

used K3S, a Kubernetes distribution mainly thought to be executed in unattended, resource-
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constrained, remote locations or inside IoT appliances, even maintaining all the Kubernetes

features. K3S is mainly used in Edge environments, in fact, it can be run in ARM64 and

ARMv7 architectures, but it also supports x64 platforms. Indeed, this requires very accessible

system characteristics with only 1 GB of RAM and 1 CPU installed. K3S can then be easily used

to federate a Continuum environment by installing an agent in each node of the Continuum.

Over K3S nodes, we have to install a Serverless Engine to build, deploy and trigger

functions. We chose to use OpenFaaS because of the capabilities to (i) build functions for

multiple architectures at one time, using Docker’s Codex, (ii) integrate with Kubernetes,

(iii) natively use Kubernetes features such as node selectors, affinity, and anti-affinity for

conditioning the function schedule, and (iv) support synchronous and asynchronous function

invocations. These features allow us to develop a single function and make it automatically

suitable for deployment at any Continuum tier.

The cluster architecture is also provided with a Redis instance that is used to store the

workflow manifests and the workflow execution’s information. Finally, the OpenWolf Agent,

from inside the K3S cluster, works as a bridge between the components, coordinating them

and the workflows’ functions.

The overall architecture is finally shown in Figure 4.4.

The OpenWolf Agent

To achieve the composition, OpenWolf has to ensure that any event will follow the correct

path in the workflow it belongs to and then trigger the correct states in the workflow with

a proper transformation of the right income event. The OpenWolf agent is deployed as a

standalone stateless microservice inside the Kubernetes Cluster we used to run the serverless

functions.

The Agent exposes two interfaces. The first one is a public interface used to trigger a

workflow from the external. The second one is closed inside the Kubernetes cluster and it

is used as a callback URL for each asynchronous function triggered by any workflow. By

doing that, the agent intercepts all the events belonging to a workflow, extracts the context

information, and uses it for fetching all the workflow and current execution information.

Therefore, it triggers the next states in the manifest, forwarding the right received event with

the updated ctx property. This process is described more concisely in the activity diagram in

Figure 4.5.



§4.1 − OpenWolf: a Serverless Workflow Engine for Native Cloud-Edge Continuum 32

Figure 4.4: OpenWolf architecture
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Figure 4.5: OpenWolf agent activity diagram
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4.1.4 Performances

In this section, we present the results obtained while validating the architecture shown in

Section 4.1.3. Our tests focused on five different challenges:

1. Asynchronous vs Synchronous Calls: OpenFaaS and many other Serverless platforms

give the possibility to call a function in the foreground, waiting for the response (syn-

chronous), or in the background, receiving the response using a callback (asynchronous).

For scalability and resource usage reasons, OpenWolf needs to use only asynchronous

calls, then we need to ensure that they guarantee comparable performances with the

synchronous versions.

2. Low latency during the chaining: Typically FaaS runs standalone, whereas OpenWolf

gives the possibility to organize functions in complex workflows. To achieve this, we

need the agent to intercept the functions’ output and recursively trigger new functions.

This process requires a few steps that could decrease the overall system performance.

Therefore, we want to understand what delay the agent adds to the system.

3. Linear dependency between states number and execution time: OpenWolf is thought

to execute general-purpose workflows, this means that the number of the state to

triggers could vary. Therefore, we want to ensure that increasing the workflow’s state

number, OpenWolf does not collapse, that is guaranteeing a linear execution time.

4. Parallelization Capacity: Unlike classical FaaS providers, OpenWolf is able to simulta-

neously trigger many functions at once, then join their outputs in a unique function.

This kind of parallelization should improve the overall system performance, then we

are interested in comparing a sequential behavior versus a parallel one.

5. Scalability at the Continuum: OpenWolf gives the possibility to run multiple functions

at the Continuum, building complex Continuum Native Serverless Applications. This

feature can be used only if the Fog and the Edge do not represent a bottleneck for the

entire application, therefore we will go to test the same workflows run in a full Cloud/

full Edge environment and in the Continuum, in order to compare their behaviors.

System Testbed

OpenWolf has been tested using a five-node Kubernetes cluster, composed of two nodes

in the Cloud tier, one node in the Fog tier, and two nodes in the Edge tier. In the Cloud tier,
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we run two different machines in an Openstack environment, where we run OpenFaaS’s

Gateway, Prometheus, Authentication Server, Kubernetes Master, and a Redis instance. In

the Fog, we used a single workstation, where we run both the OpenWolf ’s Agent, OpenFaaS’

Nats, and Queue Manager. All these components are in charge of exchanging data between

Cloud and Edge, sending and delivering messages to functions and agents, for this reason,

we put them in the middle between the Cloud and the Edge tiers. Finally, we used the

Edge tier to host only the OpenFaaS’ edge functions deployed in the workflow. The systems’

characteristics are summarised in the table 4.1. All tests reported in the following are based

on a workflow composed of custom Hash functions, that once receive a data payload return

the input’s SHA256. About the platform, OpenFaaS can be configured with many parameters

to have the best performance considering many environmental constraints. Our one is the

result of many tests carried out with the scope to get an optimal configuration for any tier,

and we reported it in table 4.2.

Instances Tier Model CPU Memory
Operat-
ing
System

2 Cloud Openstack VM
Intel Xeon 4.0 GHz,
8-core

32 GB
Debian
11

1 Fog Workstation Intel i7 4.4 GHz, 4-core 8 GB
Ubuntu
20

2 Edge Raspberry Pi 4
ARM64 SoC 1.5GHz,
4-core

4 GB
Rasp-
berry OS
ARM64

Table 4.1: Cluster’s nodes characteristics

Parameter Value Condition
Queue Workers 1 Ever
Function replicas State references States Number < 60
Function replicas (State References)/2 States Number ≥ 60
Max_inflight Equal to functions replicas Ever

Table 4.2: OpenFaaS and OpenWolf parameters for the tesbed

Results

The first test we carried out aims to compare the synchronous and asynchronous execution

time of Hash functions by using a webhook URL and an internal cluster logger. The webhook

URL is a typical OpenFaaS concept, when a function is called asynchronously, its result

is sent as POST payload to the webhook URL. We repeated this test by running the same



§4.1 − OpenWolf: a Serverless Workflow Engine for Native Cloud-Edge Continuum 36

function in the Cloud and Edge tiers, executing 30 tests for each tier. The results are shown

Figure 4.6: Synchronous vs asynchronous function execution time in OpenFaaS

in Figure 4.6. There is a really small gap between the synchronous and the asynchronous

calls, which is under 2%. This is true for both tiers, with worse performances on the Edge

one, as could be forecast. These results highlight that asynchronous function calls do not

degrade performances, both considering deployment on Cloud and Edge. Moreover, Edge

functions require more time than Cloud functions, however, given that the difference in terms

of execution times is small, this does not generate bottlenecks in the workflow.

As often said, OpenFaaS allows running sequential workflows, composed of only two

functions. In contrast, OpenWolf can be used to sequentially chain an undefined number of

functions, overcoming the OpenFaaS’ limits. Therefore, in the next test, we tried to design

multiple sequential workflows in order to verify the scalability guaranteed by OpenWolf .

We measured the time needed to execute an entire sequential workflow with an increasing

number of states. In this case, the bottleneck might be given by the agent that might not

manage to consume and deliver all the events in time.

As we see in Figure 4.7, we tested OpenWolf using nine different workflows composed

of 3 to 90 states, increasing by 10 states at a time. As wished, the workflow’s execution

times increase linearly with the number of states, the ratio of states/execution time has an

average value of 1,29Hz and a maximum value of 1,59Hz. These tests confirm a clear linear

dependency between the number of the states and generally a quite low latency during the

sequential function chaining.

The next test measures how much time we could save if we would have triggered multiple
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Figure 4.7: Sequential workflow execution time in OpenWolf

states at once, instead of running them one by one. Therefore, we compared the execution

time of running the same workflow’s states both in sequence and parallel. The results are

shown in Figure 4.8. The tests have been carried out considering an increasing number of

workflow states, from 3 to 90 and the FaaS parameters used are the same as reported in table

4.2. As shown in the Figure running the same workflow in parallel requires about 40% of the

sequential time, then giving a great time-saving.

Figure 4.8: Sequential and parallel workflow execution time comparison in OpenWolf

Our last test compares the execution time of multiple parallel workflows when they

are totally executed in Cloud, Edge, and the Continuum. We still used the configurations
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reported in the table 4.2, but in the Continuum environment the functions have been equally

spread among all the nodes, in all the tiers. The distribution among the tiers regards only

the functions, OpenFaaS’ components, and OpenWolf agent that have been deployed in the

Cloud/Fog as said before.

Figure 4.9: Workflow execution time in OpenWolf in different infrastructures

Performance differences in Cloud and Edge are given by two factors: (i) the computation

capacity of the node that runs the function and (ii) the latency generated by the OpenWolf

’s agent to contact the node that runs the function. The first factor is quite mitigated by the

simplicity of the function we used in the test, the second factor is mitigated by the network

topology we used, with the OpenWolf agent in the Fog, equally distant from the Cloud and

the Edge. Given that, we expected comparable performance in any tier and in the Continuum.

Figure 4.9 confirms that, in fact, even if a Cloud function guarantees better performances than

an Edge, the percentage time increment is on average under 21%. In the Continuum instead,

of using also the Fog as a computational tier, we get in general an execution time that is in the

average between the Cloud, and the Edge, with a percentage time increase with respect to the

Cloud around 15%. The deployment in the Continuum does not affect the execution time.

4.1.5 Conclusion

In this Chapter, we presented OpenWolf , a general-purpose Serverless Workflow Manage-

ment System. We aimed to build a system able to exploit the FaaS paradigm for composing

complex scientific workflows and connecting one or more functions distributed over the

Cloud-Edge Continuum. We then federated a Continuum environment using a heteroge-
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neous Kubernetes Cluster based on K3S, then we deployed over it OpenFaaS, a popular

serverless platform, and we used it to build architecture-independent functions. Finally, we

designed and developed a Workflow Agent, a small microservice able to parse Workflow

Manifest files and then intercept and forward functions’ data according to the workflow

structure.

Our novelty is mainly given by the marriage between Serverless and Scientific Workflow

that until now has been only mentioned but never documented. We made this possible by

improving the actual serverless platforms giving the possibility to describe the workflow

through a Manifest. Furthermore, we managed complex function graphs composed of one-

to-one, many-to-one, and one-to-many relationships with the Workflow Agent, overcoming

the actual open-source serverless platform limits.

4.2 Event-Driven FaaS Workflows for Enabling IoT Data Processing

at the Cloud Edge Continuum

The Internet of Things (IoT) is one of the biggest data sources on the internet, and

nowadays, it is used to serve many different use cases, such as smart cities and environment

surveillance[56], sports [57], healthcare[58], and Industry 4.0 (IIoT) [59].

IoT data often requires real-time processing when the data is time-sensitive and requires

immediate action; this means that data is processed as it is generated rather than stored for

later analysis, but deciding what and when data coming from one or more sensors must be

consumed in real-time or later can frequently vary depending on many factors like Quality

of Service (QoS) constraints, human or consumer needs, or the data itself.

Starting from those constraints, the concept of Continuum Computing arose with the

aim of taking advantage of the well-known cloud, fog, edge, and IoT infrastructures to run

data analysis algorithms when they best fit at a specific moment [30], considering factors

like network latency [60], energy [61], data location[62], and pipeline optimization [24].

Unfortunately, as highlighted in the scientific literature [10, 63], Continuum native apps do

not exist, and we need to redesign everything that is supposed to be run on the Continuum.

At the moment Continuum Computing is affected by some problems, such as:

1. inability to dynamically react to an environment, application, or data change;

2. inability to keep an application stateless and therefore relocatable without data loss;
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3. inability to profile the behavior of a specific task and then forecast its needs in the

future.

Recently, R-Pulsar[50] has been introduced to address the first listed issue. This continuum-

native framework, in fact, can federate IoT, edge, and cloud infrastructures, binding data

and data consumers using an advanced profile match system and relocating both data and

analysis using a dynamic rule engine system able to capture the change in the data and react

accordingly.

To address the remaining two issues, we need to introduce and use Function as a Service

(FaaS), as we already did in OpenWolf.

In this work, we aim to address the previously highlighted challenges in the field of

Continuum Computing together. We do that using RPulsar to federate the infrastructure,

orchestrate the computation, and react to some changes in the data or on the environment,

but we upgrade it, providing a distributed Faas layer that lets to define, deploy, relocate, and

analyze functions. Indeed, the contribution of this work consists of providing a framework

to:

1. compute at the Continuum using FaaS functions;

2. monitor and analyze functions when executed on different environments with different

data and configurations;

3. dynamically react to a change in the data, or in the environment, adapting and relocating

functions on the continuum.

4.2.1 Use Case and Related Work

This research was driven by a typical scenario in Urgent Computing for IoT: detecting

fires in vast and remote regions. The objective is to enable emergency services to swiftly and

effectively identify areas that are safe, at risk of fire, or already engulfed in flames.

The initial step involves detecting the presence of smoke in the affected zones using air

analyzer sensors. Subsequently, the collected data is preprocessed at the edge of the network,

utilizing the computational resources available on board to analyze its content and determine

if any additional postprocessing is necessary. If further processing is required, the data is

transmitted to the cloud for change detection analysis. This analysis can involve comparing

the data to historical records or simply for storage purposes.
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Figure 4.10: Urgent computing decision stage and reactions

Related Work

Many recent works addressed the continuum problem from an architectural point of

view; in [64] proposed a data-driven model to publish and compute data everywhere, where

basically the continuum problem is addressed statically by deploying a consumer in a specific

node without having the chance to move around. A similar idea is proposed in [18] The

authors propose a custom pub/sub broker with relocatable consumers, but even in that

case, the data storing location does not have any optimization. In [65] authors tried to take

advantage of Kubernetes to manage a cloud edge federation, and then by the use of a custom

scheduler, they locate pods, trying to optimize the network latency between the pods that

are supposed to communicate. This approach has become popular, but Kubernetes still force

the continuum to be a centralized master-slave architecture, and the optimized parameters

take care of the network bandwidth. In [66] authors propose a federated learning approach

to schedule tasks from a task queue. Unfortunately, as highlighted by the authors themselves,

knowing the nature of the task is not trivial, and predicting the best location can often be

hard. Analyzing the history to find a better placement for a task is a strategy also adopted in

[67] The authors here propose a scheduling algorithm based on the declaration of the needed

data and the coupling degree with other tasks to try to optimize the request performances.

Authors even keep a history of the previous execution and the target QoS, to better provide a

kind of feedback to the next schedules.

This part of the State of the Art highlights the need to know the task to execute to

understand how to deal with it. Unfortunately, generic process tasks are not easy to classify
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unless they do not belong to a specific domain of tasks. Using the FaaS at this point would

allow knowing the task by the function it is running, and this might help the task accounting.

Using FaaS at the continuum is still considered a novelty, but recently some works with this

aim have been proposed.

In [68] authors extended the work already discussed in [64], enhancing the Fiware-based

infrastructure with Faas capabilities at the Fog layers. authors here easily profile functions

but do not take advantage of that to better locate data or computation. In [69] authors still

use Fiware stack to subscribe Faas platform ad at the edge of the network, but the replication

of different Faas drops the bottleneck of having a single gateway, moreover, data are not

scaled since they are duplicates in all the context brokers where they are needed. In [70]

authors extended the work in [65], adapting the geo-scheduling used for Kubernetes’s pods

to OpenFaas’ ones. This approach guarantees a reliable scheduler, but the presence of a

Kubernetes cluster might be too stressful for constrained edge devices.

In [71] authors propose a data-declaration-based algorithm to schedule OpenWhisk-based

functions; the idea of considering where the data are is good for knowing where to compute,

but it doesn’t guarantee any flexibility to the system. Furthermore, OpenWhisk is not well

supported on constrained arm devices, and this might be problematic for edge computing

[72]. Finally, the network-based scheduler has been used again, even for Faas scheduling in

A [73] but this approach does not learn from the knowledge and just uses a static dataset to

place a function at the edge better statically.

Finally, in [4], the authors propose to use an optimized Serverless Workflow engine built

on Kubernetes to spread functions at any scale. In this project, functions can be scaled and

deployed everywhere, as defined by the user, but still, Kubernetes might be hard to stand at

any scale.

4.2.2 Background

RPulsar

The R-Pulsar system has been introduced with the purpose of gathering and analyzing

data for applications that span both the cloud and the edge of the network. Its main goal

is to extend cloud capabilities to edge devices, enabling them to collect and analyze data

closer to the source and respond autonomously to local events. Initial investigations have

focused on building upon and expanding the Associative Rendezvous (AR) interaction

model, adapting it to support data-driven IoT applications. The AR paradigm facilitates



§4.2 − Event-Driven FaaS Workflows for Enabling IoT Data Processing at the Cloud Edge
Continuum 43

content-based decoupled interactions, where interactions are defined in terms of semantic

profiles rather than names. These interactions offer programmable reactive behaviors, serving

as the core services for data-driven workflow executions and decision-making. The disaster

recovery use case was utilized to validate and evaluate these extensions, and the extended

AR model was employed to support workflow topologies triggered and scheduled based on

the content of data streams.

Considering that IoT applications require processing large volumes of streaming data

through complex workflows in a timely manner, solely relying on cloud resources becomes

impractical. Therefore, leveraging resources closer to the edge becomes crucial, although

these resources are typically limited in capabilities. Consequently, it becomes necessary to

balance the quality, immediacy, and cost of data processing in a context-aware manner. A

rule-based system is utilized to address this challenge, where all relevant knowledge is

encoded into a set of If-Then rules.

R-Pulsar adopts a distributed architecture using an overlay network, where each node

within the overlay network is referred to as a Rendezvous Point (RP). The system comprises

five layers: the location-aware self-organizing overlay, the content-based routing layer, the

serverless messaging layer, the memory-mapped data processing layer, and the programming

abstraction layer.

The location-aware self-organizing overlay, which incorporates location awareness, serves

as an abstraction for the layers above it. With just one function exposed to the other layers, it

is able to drive AR Messages to the closest RP to the data source.

The Content-based Routing Layer builds upon the location-aware overlay to facilitate

message routing between clients of R-Pulsar. It leverages the underlying infrastructure to

direct messages efficiently.

The Memory-mapped Streaming Analytics Pipeline is responsible for consolidating data

from various sources, processing it, and making it accessible for further utilization.

The Serverless Messaging Layer enables the deployment and execution of code fragments

as a reaction to some specific bound events without requiring the explicit specification of IP

addresses.

The rule-based programming abstraction layer empowers the construction of IoT applica-

tions and the decision-making process regarding when data should be sent to the cloud for

subsequent postprocessing. Importantly, it eliminates the need for developers to manage any

underlying infrastructure.
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Dynamic Faas scheduling

The weak points of a system such as OpenWolf that we described in Section 4.1, are the

static assignment of a workflow function in a tier that is specified at the beginning of the

manifest or otherwise decided by OpenWolf during the workflow bootstrap and the hardness

of dynamically connecting new incoming functions to some previous ones. Unfortunately, as

even highlighted in section 4.2.1, the urgency of a specific computation can vary according to

the incoming new data, the system overloading, or because some external change, therefore

being stuck on a function schedule, does not reflect the need of moving a function according

to the urgency. Moreover, in reaction to some new data, the system may require to use of new

functions in the same workflow, and this would require the application of a new workflow

manifest, then wasting time, or even just changing the function invocation parameters.

In contrast, RPulsar natively supports both dynamic bindings of new producers and

consumers and the possibility of reacting to some change in the data or in the system state.

On the other hand, RPulsar does not support FaaS and, consequently, all the benefits it brings.

Rpulsar and OpenWolf are clearly complementary works; indeed, the aim of this work is

to resolve the weak point of one with the strong point of the other.

To do that, we kept all the RPulsar core that lets us dynamically associate producers and

consumers, but we changed the shape of a consumer that now is designed as a function

wrapper, which contains the function reference it is supposed to run, as well as the function

configuration that overwrites the default ones. At that point, the consumer can also act as a

producer, which serves the function output as system data, and then more consumers can be

bound with it. Doing that, a manifest is no more needed because the definition of a Workflow

is implicitly done by the binding of producers and consumers. From RPulsar, we have even

kept the rule engine, but we modified it in order to support the Function monitoring system,

as well as the reactions that can be generated, for example, running a function in the edge

instead of the cloud if the data, the required QoS, or the current system overloading change.

4.2.3 Architecture

Architecture Overview

The engine we designed in this work starts with the basic infrastructure that RPulsar

already provides, but it also adds some peculiar components that are required to allow the

spread and coordination of functions as well as the management of the data produced and

consumed in a workflow. As we can see in Figure 4.12a, the architecture is composed of three
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Figure 4.11: Function spreading on Continuum

(a) Architecture overview (b) ARMessage exchange sequence diagram

Figure 4.12: Enhanced Rpuslar architecture overview and peers’ message exchange
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layers: Infrastructure Layer, Workflow Layer, and Application Layer.

Infrastructure Layer The infrastructure layer includes all the hardware and primary services

used in RPulsar, such as IoT devices and sensors used to capture and send data on RPulsar,

and the Continuum infrastructure composed of edge, fog, and cloud nodes. Independent

of their type, Continuum nodes are composed of a hardware part (embedded processors,

workstations, and data centers) and a service part composed of a serverless platform and/or

a storage area.

The Serverless Platform is the core of the project, and we implemented it using OpenFaaS.

OpenFaaS is an open-source serverless platform that lets one build, deploy, and manage

functions using Kubernetes or faasd. OpenFaas is composed of:

1. The gateway that lets us invoke functions or use API to interact with OpenFaas;

2. NATS that collect asynchronous function requests;

3. Prometheus which provides metrics about the running functions;

The Storage Area is realized using Minio, an S3-compatible object storage, and it plays

a critical role in providing a space where functions can store and retrieve input and output

data that, in turn, are used by all the functions in the triggered workflow. The Rule Engine

at the Service Layer determines which storage area has to be used as well as where to run a

function.

The Workflow Layer The Workflow Layer can be considered an abstract layer since it is not

composed of components or hardware like the Infrastructure and the Applications layers,

but it is shaped by the interaction of those layers. This layer is composed of the functions and

the objects that are available during the life cycle of a workflow. Each function is represented

using the fn symbol, and they are double linked with one (or more) object represented with

the obj symbol, and both are connected to the Infrastructure Layer. These links exist because

each object belongs to one or more functions; on the contrary, a function consumes and

produces objects. This map between functions and objects is not hidden to the final users

who submit data consumers to RPulsar. The Rule Engine determines the Workflow Layer and

Infrastructure Layer links, which locates and relocates functions and objects to satisfy some

given constraints. In this case, this mapping is hidden to the final users, who are not interested

in where functions and data are located but in the satisfaction of the QoS parameters they
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defined. Of course, functions interact with each other according to their profile matches, and

this implicitly creates a FaaS workflow.

The Application Layer The Application Layer contains all the services needed to design,

trigger, and adapt a workflow over the infrastructure layer, and it is composed of the Data

Log, the Function Repository, the Enhanced Proxy, the Rule Based Engine, and the Data

Consumers.

The Data Log is a distributed MongoDB instance, and each peer contains the sets of

information related to the continuum host where they are installed. Each peer is filled with

the information that the Enhanced Proxy can provide about the function’s execution that

happened in that node, and it can be queried to build metrics-based scheduling rules.

The Function Repository is a centralized service used to publish, version, and retrieve

functions that can be used immediately on any node at the Infrastructure Layer. Functions are

stored using pre-configured docker container images that allow building functions in Python,

Java, Golang, Javascript, and Ruby. Each function can be cross-compiled and published for

different architectures, like armv7, armv8, amd64, or ppc64le. The deployment of a function

on a node will be successful if the right architecture image is available. Using a single Function

Registry improves the code reusability, letting share functions among all the RPulsar users

instead of using custom code at any time.

The Enhanced Proxy redirects the requests to a function to the Infrastructure node where

that function is run for that specific workflow. In this way, we avoid directly interacting with

a function, and then hiding the composition of the Infrastructure Layer. This proxy, while

forwarding the requests and the responses to and from a function, asynchronously queries

the Prometheus instance installed in the Serverless Platform where the function has been run

and stores the fetched metrics in the Data Log to be used by the Rule Engine.

The Rule-Based Engine is the highest level service component that takes advantage of all the

previous components to let the final users define rules that drive the position and relocation

of a specific function inside a workflow. Those rules can be based on one or more of these

factors:

• Incoming data;

• current loading of the system;

• History about previous similar jobs.
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The policies can be evaluated at any new incoming data, then letting RPulsar dynamically

spread and optimize the computation (and storage) on the Continuum when needed.

1 i f ( payload < 5) {

2 invokeFunction ( f a a s=FZoneX , f =funct ion , data=payload , c fg=config , zone_out=SX

)

3 } e l s e {

4 invokeFunction ( f a a s=FZoneY , f =funct ion , data=payload , c fg=config , zone_out=SY

)

5 }

Listing 4.3: RPulsar’s rule based on payload

In the listing 4.3, we define a rule that selects a node where to run a function based just

on the content of the payload. Depending on the value and the meaning of this value, we can

define where to compute and where to store the function’s output.

1 node=Datastore . ge tMetr i cs ( "TTR < 10 s " , " 1d" ) . s o r t ( "TTR : ASCENDING" ) [ 0 ]

2 invokeFunction ( f a a s=node , f =funct ion , data=payload , c fg=config , zone_out=node .

c l o s e s t ( ) )

Listing 4.4: RPulsar’s rule based on system metrics

In the listing 4.4, instead, we are accessing the datastore to find the list of nodes where

the Time to Respond (TTR) has been less than 10 seconds in the metrics collected in the last

day, then we retrieve the first node from this list. The invocation of the function will then use

the retrieved node to run the function, and it will store the function’s output in the closest

storage zone.

Message Exchange

RPulsar is able to build and activate Workflows using an advanced Pub/Sub model based

on the matching of producers’ and consumers’ profiles. This process is deeply explained in

[50], but we needed to modify them in order to include the use of the FaaS.

To start a workflow, we need producers and consumers to exchange ARMessages in the

order shown in Figure 4.12b. Producers and Consumers do not know each other, then they

just interact with an RPulsar node (RP), which will create a communication channel between

them later. In the figure, the Consumer C1 sends a NotifyData message, This message is used

to let RP know that it is interested in data that has a profile p1, and when it receives it, it will

apply a foo() function on it, providing a result with a p2 profile (C1 will become a producer
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too then). Afterward, a producer (P1) sends a NotifyInterest message to RP, saying that it can

send data with p1 profile.

RP notices that C1 is interested in consuming P1’s data; namely, there is a match. RP

then activates the Rule Engine and schedules the C1’s foo() function on one of the Serverless

Platforms (OF) and the Object Storage (OS) to use in the Infrastructure Layer. RP will use the

OpenFaas API to deploy the function on the scheduled node, it will receive back the endpoint

to use to invoke the function. When the OF is ready, RP will send a NotifyMatch message to

P1, then P1 will start to produce and send data. Finally, RP will invoke the function on OF

sending the P1’s data in the payload. Once executed, the function will store the result on the

OS and inform RP that the computation is completed. If a new consumer C2 interested in

data with profile p2 will appear, this workflow restarts, but this time the producer will act

from C1, instead of sending directly the data will tell RP the OS address where the data are.

4.2.4 Performance Analsyis

To test the improvement we have brought to this new version of RPulsar, we have set

up a Continuum scenario where RPulsar is in charge of publishing and consuming IoT data

using FaaS functions. In the scenario we considered, we aim at consuming sensor and camera

data from the SAGE platform 3 to detect the presence of smoke. To publish sensor data, we

will locate an RPulsar producer at the Edge of the network, while a second RPulsar node

will consume it using a function that can be located in any FaaS Zone. In this testbed, we

considered three zones located at the edge of the network where data are even produced, in

the cloud, specifically in a High-Performance Data Center, and in one in the fog, namely in

the middle of the route between the edge and cloud zones.

More details about those zones are given in the table 4.3.

Performance experiments

In this section, we have performed a set of experiments to compare the proposed process-

ing approach with a traditional approach in which the stream processing is located in a fixed

location at the core of the infrastructure.

We are interested in two metrics, the Computation Time (CT) and the Request Time

(RT). The CT metric measures just the time to execute the function on the payload and get

a result; it does not include any other task. The RT measures the time elapsed from when a

3https://sagecontinuum.org/
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# Tier CPU
Mem-
ory

Operat-
ing
System

Location

Network
Upload
Speed to
Server

Network
Download
Speed from
Server

1 Edge

Cortex-
A72
4-cores 1.8
GHz

8 GB
Ubuntu
18.04
Aarch64

CloudLab
Utah
Datacenter

17.6
Gbits/sec

17.6
Gbits/sec

1 Fog

Intel
i7-5930K
12-cores
3.50GHz,

32 GB
Ubuntu
22.04
Amd64

SCI
Institute,
Utah

543
Mbits/sec

542
Mbits/sec

1 Cloud
Intel Xeon
54-cores
2.00GHz

254
GB

Ubuntu
18.04
Amd64

Gigabit
P2P
CloudLab
Clemson

407
Mbits/sec

406
Mbits/sec

Table 4.3: Cluster nodes characteristics for Enhanced RPulsar testbed

request is started to when the result is sent back to the client. Indeed, this metric involves

the CT, as well as the network card’s ability to compress and decompress the request, and

the network bandwidth used to transfer the data from the client to the serverless platform.

These two metrics are obtained from the Data Log component and can even be used to build

performance-oriented deployment rules, as seen before.

We tested the Edge-Fog-Cloud Serverless environment, considering two main parameters:

the payload size and the number of concurrent requests. Regarding the payload size, we

have considered two different kinds of datasets, the lightweight, composed of five payloads

of sizes 100KB, 200KB, 300KB, 400KB, and 500KB; and the medium weight, composed of five

payloads of size 1MB, 1.5MB, 2MB, 2.5MB, and 3MB.

We selected these two datasets among all the possible choices because those are the

smallest that allow us to demonstrate a change of behavior in terms of performances between

the cloud, the fog, and the edge nodes. With respect to concurrent requests, we considered 11

different use cases, from 1 request at a time to 100. Even in this case, these values allow us to

study a change of behavior in the computation layer.

The first simple test is shown in Figure 4.13. The test lets us see the difference in terms

of hard computation on all three zones when they compute heavier payloads. As totally

expected considering the resources described in table 4.3, the edge zone performs worse

than cloud and fog zones for any payload size, and the gap between the zones increases,

increasing the payload size by a super linear factor.

Fog and cloud zones, instead, keep comparable performance results for any payload size.
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Figure 4.13: Best RPulsar’ CT on continuum tiers increasing payload size

Figure 4.14: Ideal RPulsar request duration vs real one on increasing payload
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(a) Enhanced RPulsar’s RT in a single request with small dataset

(b) Enhanced RPulsar’s RT single request with medium dataset

Figure 4.15: RPulsar RT with one single request at time

Using the data we collected using the results shown in figure 4.13, together with the

network latency between the tiers that we have measured using iperf3 tool 4, and reported

in table 4.3, we can estimate the ideal RT value even for different payloads size. Those ideal

value has been compared with the real one, and the result is shown in figure 4.14. In the figure

is clear that real performances are in general worse than ideal ones, in particular for cloud

and fog, the delta between real and ideal is constant. That’s not true in the edge where real

and ideal performances are very close as long as the data computed are small, but as soon

as we take into account the medium-weight datasets, the real value strongly decreases the

performances, increasing the delta difference between it and the ideal value. This behavior

lets us expect that the edge layer might in general perform better when the workload is light,

especially because of the low use of the network, but it might rapidly change in the presence

of heavier work, has we we are going to test soon.

In figure 4.15, we measured the RT, when just one request was sent per time on all three

4https://github.com/esnet/iperf
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(a) Enhanced RPulsar’s RT on increasing requests with 500KB payload

(b) Enhanced Rpulsar’s RT on increasing requests with 3MB payload

Figure 4.16: Enhanced RPulsar’s RT increasing parallel requests

tiers. Figure 4.15a shows the performance guaranteed using the small dataset. Here, despite

the tests shown in figure 4.13, the edge dominates both the performance of cloud and fog;

in fact, the involvement of the network that is needed to send the data away from the edge

outweighs the time needed to compute the data, producing the shown result.

Subfigure 4.15b instead represents the same information in figure 4.15a, but using the

medium-weight dataset. Results shown here totally revert to what was said previously; in

fact, in the edge, we are no longer able to efficiently compute incoming requests, performing

overall worse than both the cloud and the edge. Respect the previous figure, it is absolutely

interesting even to analyze the stability at the edge; in fact, while for small payloads, all the

tests run on the edge have almost the same performances, we see many more outliers and

bigger interquartile ranges for bigger payloads.

Figure 4.16 wants to analyze the scaling capabilities on the three tiers, showing the RT

when the payload size is fixed and the requests arrive with an increasing parallel factor.

In the subfigure 4.16a, the payload is fixed to 400KB; here, the cloud and edge highlight
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both a stabler behavior than the fog. In particular, the cloud node does not significantly

change its RT, while the edge node requires 16 times more to complete 100 requests than one.

Despite that, all the executions are close to the median value, and outliers are rare. Fog node,

instead, has the worst performance of both cloud and edge, but also, many executions are far

away from the median value, making the expected value not reliable.

Finally, subfigure 4.16b analyzes the scaling property when the payload size is fixed to 3

MB. We have already demonstrated that the edge performs the worst under these conditions;

in the presence of concurrent requests, this behavior is even accentuated. In fact, from the

figure, we can see overall worse performance on edge at any scale, but also a high instability

in the results, which can be derived by the huge interquartile ranges in the box plots. The

stability of a result is a key point to be considered when some urgent computing is running.

In this figure, for example, considering 100 parallel requests, the best median value we can

achieve is in the edge that should give a response in 832 ms, against the 2845 ms in the cloud

and 3465 in the fog. If we take into account even the outliers and the highest values in the

boxplots, we can see that Edge and Fog might perform in the worst case much worse than

Cloud. Due to that, if guaranteeing a result in a specific time range is critical, the reliability in

the cloud is much higher. On the other hand, if we aim to respond as soon as possible, and

the risk of not respecting this deadline is acceptable, the edge might serve this goal better.

4.2.5 Summary

In those tests, we aimed to measure the performances that a continuum environment

can guarantee when provided with multiple independent serverless layers spread among

the cloud and the edge. We have taken into account the scaling factor, measured as the

ability to keep the same performances even in the presence of an increasing demand for

computations or data to compute. Our results comply with the current state of the art in

the continuum field; we have highlighted the advantage of using edge infrastructures to

compute low demand and small computations, taking advantage of a near-zero network cost

that balances just sufficient computation powers. Cloud instead, as expected, has highlighted

better performances for high demand and heavy requests. All of those data are available in

the Data Log, and therefore they can be used to write proper scheduling auto-balanced rules.
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4.2.6 Conclusion

In previous works, RPulsar has been presented as an edge native tool used to design

and deploy IoT-centric event-driven workflow through a powerful profile match engine that

automatically connects generic data producers and consumers. Afterward, following the

prominent rise of the FaaS open-source platforms, we tried to exploit them to take advantage

of them to design and deploy continuum native workflows connecting FaaS functions by the

use of a distributed broker called OpenWolf.

In this work, our aim was to adapt the flexibility of RPulsar to implicit design workflows

to the OpenWolf potentiality to spread and reuse functions at any Continuum tier. We did that

using RPulsar baseline to build a connected distributed Continuum environment; then we

modified the producers and consumers’ profile structure to provide even a function reference

used to publish as well as consume data. Unlike any generic tasks, the FaaS functions shape

a clear task domain, and foreseeing their behavior is easier if there is a function execution

history to query. Because of that, we even improved the RPulsar Rule Engine to use the

execution history to choose where to run a function in order to ensure a given QoS.

Once those updates have been realized, we deeply tested and discussed this new RPulsar

version to measure the behavior of a continuum environment under different levels of system

stress, using a smoking detection use case as a scenario.



CHAPTER 5

Guaranteeing Security and Privacy in Continuum Environments

This Chapter focuses on the security issues that affect the Continuum Native applications.

Previously, we demonstrated that serverless workflows are a suitable solution for deploying

continuum native applications. Thanks to a definition of standard architecture, private and

public cloud, and edge infrastructure can cooperate to build very performing infrastructures.

With OpenWolf, we have carried out the first open-source project to enable Continuum

Computing, but many challenges related to different security aspects have not been discussed,

like unsafe communication channels, the privatization of the data, or the injection of malicious

code. In subsection 5.1, we address all those problems and even others, applying the already

discussed Osmotic Computing principles to the OpenWolf’s workflows, finally realizing

secure by design continuum native computation workflows. Once those updates, we will

validate again OpenWolf, even demonstrating a performance improvement with respect to

the previous version.

Following, we will address the Authorization and Authentication issues in highly unstable

but also dynamic Continuum environments. In subsection 5.2 we will find a solution to

authenticate, authorize, and propagate dynamic access policy to workflow applications,

keeping soft consistency between Identity Manager’s (IDm) peers connected in an unstable

Continuum infrastructure. This component will be tested in two different smart environment

scenarios.
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5.1 Secure-by-Design Serverless Workflows on the Edge-Cloud

Continuum Through the Osmotic Computing Paradigm

OpenWolf [2] has been presented as the first open-source serverless engine capable of

composing functions using three main components: a workflow manifest, a Kubernetes

heterogeneous cluster, and a Broker Agent. OpenWolf aims to bring the serverless at the

Continuum layer, but this leads to some problems related to the environment’s security,

such as the definition of a secure overlay network for federating both the Continuum nodes,

storage, and transmission of sensitive data. These contents have been treated in the field of

distributed computing, but to the best of our knowledge, no one argued it for a serverless

Continuum environment.

A universal approach for dealing with these aspects was proposed in the Osmotic Com-

puting paradigm [11], that we deeply described in the Chapter 2. We believe that OpenWolf

is a good starting point for the development of a Cloud-Edge continuum system because it

easily manages distributed function-based applications spread over Cloud and Edge. Nev-

ertheless, as well as in many other Continuum computing engines, it raises some security

threats that, in this work, we aim to solve through the Osmotic Computing paradigm. In this

chapter we aim to address the following security aspects:

O1 Secure storage for sensitive data, which assures that confidential information is not

disclosed to unauthorized individuals.

O2 Secure and authorized secret distribution, because serverless applications are dis-

tributed across the Cloud-Edge Continuum, and, in a so complex environment, defining

a way for distributing secrets is crucial.

O3 Functions access control, which guarantees that the interaction between functions is

under control, disallowing malicious functions can inject forbidden invocations.

O4 Communication security between nodes that prevents unauthorized parties from

gaining understandable access to the communication, granting that the object of the

communication is delivered to the expected receiver. This is also a complex security

aspect in a serverless environment because serverless functions, which are spread

across the Edge-Cloud Continuum, are deployed by a serverless function provider.

Indeed, serverless workflows, composed of serverless functions, imply many internode

communications, and it is impossible to a priori know on which particular node the

serverless functions will be deployed or executed by the serverless functions provider.
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O5 Message security, that consists in the process of isolating any communication between

the components of an application, mainly through the encryption of messages of

the exchanged data. In the case of a serverless environment, the entities exchanging

messages are serverless functions that, by definition, are unaware of being part of a

particular application. For this reason, guaranteeing message encryption is challenging.

The main scientific contributions of this research are:

• identifying security vulnerabilities of the existing OpenWolf implementation;

• implementing the Osmotic SDMem concepts to improve serverless security in the

Cloud-Edge continuum;

• validate the implemented features with a non-secure implementation of OpenWolf, in

terms of system execution time and resource utilization.

5.1.1 Related Works

When Serverless technologies are adopted, applications can be managed without the need

to develop a server from scratch. By doing so, the service provider handles some security

aspects. Recently, many works have been proposed addressing different aspects of the field

of security in Serverless environments. In [74, 75, 76], authors underlined the fact that even if

Serverless applications do not run on a managed server, they continue to execute code. If this

code is not written securely, the application may be exposed to traditional application-level

attacks. In particular, the security risks associated with serverless are summarized in ten

points, such as i) code injection [77], ii) broken authentication, iii) sensitive data exposure,

iv) XML external entities, v) broken access control [78], vi) security misconfigurations, vii)

cross-site scripting, viii) insecure deserialization [79], ix) using components with known

vulnerabilities, and x) insufficient logging and monitoring. In addition to that, it should be

taken into account that applications are highly scalable in a serverless environment, and

many parallel computations can be triggered. For this reason, even a single bit leak could

cause problems, as it could be used to obtain access to secure data [80].

In a serverless environment, there are two main security drawbacks [80]. On one hand,

the security level strictly depends on the features given by the vendor. On the other hand,

if insecure code is used for serverless functions, the attack surface is extended. Thus, the

authors accurately suggested how to choose the vendor service, paying particular atten-

tion to the quality of the code and introducing continuous monitoring of the production
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environment. Researchers are suggesting approaches to improve the security mindset of

the consumer, applying specific actions, such as a) introducing a culture of collaboration, b)

creating security-by-design architectures [81], c) introducing threat modeling and limitation

of authorization [82], d) implement secure coding standards [83], and e) automate secure

deployment systems, exploiting continuous monitoring [84]. Such approaches are required

in a Serverless environment to ensure comprehensive security controls based on multilevel

protection [85].

In the fields of authentication and authorization, external request permissions should

be verified for all the functions at the workflow entry point. This allows malicious requests

to be blocked as early as possible, thanks to an authentication and authorization system

based on the decoupling of authentication from execution with the use of a message-oriented

middleware [86, 5], and using JSON Web Token (JWT) and Oauth2 protocol for authentica-

tion, authorization and access control in a serverless environment [87]. In [88], the authors

proposed a dynamic and self-adapting approach for data access and protection during its

whole lifecycle in the Cloud-to-Edge continuum. This solution was proposed to protect data

in applications deployed in the continuum but not for sequential and parallel serverless

workflow executions. However, a similar approach could also be adopted for this kind of

application. In the field of resource isolation, the greatest challenge is represented by the weak

isolation of lightweight virtualization systems, aided by virtual machines and containers to

isolate functions and contexts [85, 76]. Containers’ security strictly depends on the underlying

operating system (i.e., a breached container instance can easily trigger an operating system

vulnerability); whereas virtual machines (VMs) ensure better isolation, but they are more

resource-consuming.

Nevertheless, different solutions for a lightweight and secure execution have been pro-

posed in recent years: Amazon introduced FireCracker [89] in 2018, a new hypervisor that

uses microVMs for deploying serverless functions; Google developed gVisor in 2019 [90] to

completely isolate serverless function deployed in containers from the host operating system.

However, even if functions are isolated by being deployed using containers, malicious code

can still trigger the execution of prohibited functions. Thus, it is not sufficient to isolate the

software execution, and some network isolation should be introduced. In the field of data

protection, encryption is necessary to protect data both in idle and transit. Moreover, some

key management services are needed to handle application secrets [85], such as cryptographic

keys.

Serverless is mainly born as a natural evolution of the microservice architecture that typi-
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cally runs in the Cloud, but it is common to find Edge deployment [18, 91, 92]. Unfortunately,

the security risks of serverless on distributed environments are poorly treated. In [93], the

authors proposed a Multi-Cloud Performance and Security (MCPS) Brokering framework

for resource allocation of a set of workflows across federated Multi-Cloud infrastructures.

However, even if it is possible to introduce security constraints in selecting the nodes for

the computation, it is limited to Cloud infrastructure and only uses VMs. Therefore, it does

not use lightweight virtualization solutions, such as containers, and does not support Edge

nodes. Another proposal for a secure scheduling system of workflows was made in [94],

where some security constraints were introduced for the scheduling of jobs in a four-tier

environment composed of IoT sensors and devices, mist resources, fog resources, and Cloud

resources. Such a solution does not have an implementation for serverless computing, but its

applicability could be really important for that field.

5.1.2 Threats Analysis and Mitigation

According to the above-mentioned background in Osmotic Computing, we borrow the

concepts of MELs and SDMem to implement a secure execution of serverless workflows

on a Continuum environment, merging into OpenWolf components (i.e., OpenFaaS and

Kubernetes). Below, we identify the main threats and discuss of to mitigate them.

Data and Communication Privacy

When OpenFaas builds and deploys a function, it is encapsulated within a container

that Kubernetes includes in a pod, acting as MS. Even if Kubernetes includes the concept

of secret, it is not good enough to guarantee data privacy, since this is stored in plain text,

and its access is not regulated by any policy. In this regard, while implementing MOD and

MUD, we need to use Hashicorp Vault, which is used to store encrypted secrets (aes-gcm

256 bit). Therefore, a client needs to get authentication and authorization according to the

secret’s policies before accessing the secret. This feature satisfies the Objective O1. Even if

Hashicorp Vault encrypts data, this could be stolen during the transmission from the Vault to

the Pod. Therefore, we use the Vault Injection to deploy a vault container in the same pod

where the function container lies. In this way, data are encrypted locally. This feature satisfies

the objective O2.

When OpenWolf deploys the function on Kubernetes, the Vault injection happens trans-

parently. Therefore, the function container does not need to directly access secret data.
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In Kubernetes terms, running a container that supports another one in the same pod is

called the side-car pattern. In our case, we are adding a container that lets the function pod

act like an Osmotic MEL, guaranteeing privacy and security to confidential data; for this

reason, we call this container Osmotic Sidecar. Figure 5.1 shows how the function, the sidecar,

and Vault work together.

Figure 5.1: MEL design in OpenWolf

Basically, to enable the sidecar in any Function we have to follow four steps: i) enabling

Vault; ii) defining a role in Vault; iii) associating a role to a function/pod; iv) granting

permission to a role for accessing a secret.

Malicious FaaS Invocation

SDMem acts as Kubernetes tuning. Specifically, it allows constraining, isolating, and

protecting MELs in a Continuum environment. In the OpenWolf architecture, this can be

ensured by exploiting the network features of Kubernetes, which are i) the interaction with

the pods’ deployment phase and ii) the pod’s network ingress/egress network rules.

Function interactions are ruled by the Manifest, which describes how each function sends

data to others in the Workflow. Unfortunately, this approach does not prevent a malicious

function from invoking other functions by hard coding its address and bypassing OpenWolf,

which instead could notice an unattended connection attempt. SDMem is then designed

to allow only legal interactions and reject any others. The implementation of the SDMem

on OpenWolf is based on two features of Kubernetes: (i) Namespaces and (ii) Network

Policies. Usually, OpenFaaS deploys any function in the same namespace, but we changed
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this behavior to add an ad-hoc namespace that contains all the pods that belong to the same

membrane, and these pods can interact using their relative proxy interface placed in ad-hoc

separated namespaces. To do that, we denied by default any ingress policy to the OpenFaaS

gateway, with the exception of the OpenWolf agent and the proxy. The agent can access

the allowed functions running in another namespace that accepts ingress traffic from those

functions. An example of a policy applied to the OpenFaaS gateway is shown in the listing

5.1.

1 apiVersion : networking . k8s . io/v1

2 kind : NetworkPolicy

3 metadata :

4 name : faas −gateway−pol i cy

5 namespace : openfaas

6 spec :

7 podSelector :

8 matchLabels :

9 app : gateway

10 policyTypes :

11 − I ng res s

12 i n g r e s s :

13 − from :

14 − namespaceSelector :

15 matchLabels :

16 kubernetes . io/metadata . name : openfaas

17 − namespaceSelector :

18 matchLabels :

19 kubernetes . io/metadata . name : openwolf

20 − namespaceSelector :

21 matchLabels :

22 app : nginx

Listing 5.1: Policy applied to the OpenFaaS gateway

An example of a policy applied to the proxy is, instead, shown in the listing 5.2.

1 apiVersion : networking . k8s . io/v1

2 kind : NetworkPolicy

3 metadata :

4 name : proxy−group1−network−pol i cy

5 namespace : proxy−group1

6 spec :

7 podSelector : { }

8 policyTypes :
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9 − I ng res s

10 i n g r e s s :

11 − from :

12 − namespaceSelector :

13 matchLabels :

14 kubernetes . io/metadata . name : openfaas

Listing 5.2: Policy applied to the proxy

The behavior we shaped is given in Figure 5.2, where we graphically show how Network

Policies works, basically rejecting any interaction that does not belong to the same membrane

and that does not pass through the proxy.
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(a) Function Gateway Isolation

(b) Proxy Namespace for MEL isolation

Figure 5.2: Function isolation
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Message Security, instead, consists of the encryption of the data exchanged between

functions linked in a workflow. As we already mentioned, cryptography is a transparent

option for the functions which are unaware of how data arrives at the destination. On the

other hand, encryption and decryption must happen in a protected environment to avoid

data theft. To respect those constraints, we generate a key encryption secret for each function

and then deploy this secret both in Vault within the function’s Osmotic sidecar and in the

agent, as shown in Figure 5.3. The Osmotic sidecar injects the key into the function container

that uses it for encrypting the function’s output before it reaches the pod. The Agent instead

decrypts data with the same key stored in its own vault, and it encrypts this data with the

key of the next function in the workflow manifest. This satisfies the Objective O5.

Figure 5.3: Message encryption workflow

Even if the pods’ interaction is protected by message encryption, the communication is

not protected. SDMem isolates and protects by design any data exchange at the network

level to prevent sniffing of encrypted data that could be decrypted with a brute force attack.

OpenWolf manages the Continuum Network Federation using the Kubernetes Container

Network Interface (CNI), allowing the deployment of a WireGuard VPN Server and a

Wireguard VPN client in each Kubernetes node, isolating the network communication from

the external and then preventing stole of data, as shown in Figure 5.4. The default CNI of

Kubernetes is flannel, which operates via an IPv4 overlay network. Each node in the cluster

is associated with a dedicated subnet on which to internally allocate IP addresses. When a

POD is started, the Docker bridging interface on each node allocates a dedicated address for

each container. The PODs within a single host communicate through this bridge, while in the

case of communication between PODs in different hosts, Flannel applies an "encapsulation"

of the frames in UDP and performs routing to the correct destination. However, we have

preferred to use a different CNI, such as Calico. Unlike Flannel, it does not stand out for its

simplicity but for performance, reliability, and versatility. In fact, Calico’s spectrum of action

extends not only to the aspect of connectivity but also to security and network management.

Calico does not use an overlay network but configures a layer 3 network using the BGP

protocol for the correct routing of the packets (encapsulation is not required), with an evident
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performance gain as well as facilitation in case of debugging. Moreover, Calico implements a

tunnel to secure the communication channel used by nodes. In this regard, it uses Elliptic

Curve Cryptography (ECC), a type of public key cryptography based on elliptic curves

defined on finite fields. This also satisfies the Objective O4.

Figure 5.4: Infrastructure SDMem using VPN

5.1.3 Benchmarks

Experiments about the security-enhanced features implemented in our OpenWolf pro-

totype are described in this Section. Compared to its original implementation, tested in a

previous work [2], we expect to appreciate an overall performance deterioration (especially in

the execution time) due to the encryption and decryption phases applied in both sequential

and parallel workflows. However, the security benefits are worth this drawback. In the fol-

lowing paragraphs, different performance metrics are analyzed and compared, such as the (i)

Time to Respond (TTR) also called Execution Time, and the (ii) CPU and RAM usage, consid-

ering both a variable number of states and different key encryption lengths, in a full-Cloud,

full-Edge, and Continuum environment in both sequential and parallel configurations.

System Testbed

The Osmotic version of OpenWolf has been tested using a three-node Kubernetes Cluster,

composed of one node in the Cloud tier, and two nodes in the Edge tier. The OpenFaaS’s Gate-
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way, Prometheus, Authentication Server, Kubernetes Master, OpenWolf Agent, OpenFaas’

Nats, Queue Manager, and a Redis instance have been deployed in the Cloud environment,

while the Edge is left empty, but available at hosting functions. Table 5.1 contains the infor-

mation about our Continuum environment. Both Cloud and Edge are suitable to host all the

OpenWolf and OpenFaas’s components, as well as the functions that compose the workflows

we used to make the test assessments. In the next sections, we compared the behavior of

OpenWolf in terms of response time and resource utilization when deployed in three envi-

ronments: full-Cloud, full-Edge, and continuum. In the full-Cloud test assessments, all the

OpenWolf components as well as the functions that compose the workflows are deployed in

the Cloud nodes, other tiers are still federated in the Kubernetes cluster, but they are idle.

In the full-Edge environment, the opposite happens, with all the architecture components

and functions deployed just in the Edge nodes. Finally, in the Continuum environment, the

OpenWolf components are deployed in the Cloud, while the functions are fairly distributed

among all the nodes.

The systems’ characteristics are summarized in table 5.1, while the OpenWolf parameters

are summarized in table 5.2.

Instances Tier Model CPU Memory
Operating
System

1 Cloud Openstack VM
Intel(R) Xeon(R)
Gold 5218 CPU @
2.30GHz, 2-core

4 GB Ubuntu 20

2 Edge Raspberry Pi 4
ARM64 SoC
1.5GHz, 4-core

4 GB
Raspberry OS
ARM64

Table 5.1: Cluster’s nodes characteristics for the Osmotic Workflow testbed

Parameter Value Condition
Queue Workers 1 Ever
Function replicas State references States Number < 60
Function replicas (State References)/2 States Number ≥ 60
Max_inflight Equal to functions replicas Ever

Table 5.2: OpenFaaS and OpenWolf parameters for the Osmotic Workflow testbed

Encryption Overhead

The first test compares the execution time of a dummy function both in Cloud and Edge

with and without encryption for input and output data. The encryption algorithm adopted

for evaluation of the metric is the Advanced Encryption Standard (AES), a symmetric key
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block cipher algorithm. The block has a fixed size (i.e., 128 bits) and the key can be 128, 192,

or 256 bits. The use of the AES algorithm is justified by the fact that it is used as a standard by

the government of the United States of America and can in fact be used to protect classified

information. Specifically, a 128-bit key is sufficient for the SECRET level, while 192- or 256-bit

keys are recommended for the Top secret level. AES makes 10 rounds for a 128-bit key, 12

rounds for a 192-bit key, and 14 rounds for a 256-bit key. Therefore, the tests were carried out

considering an increasing key length (i.e., 128, 192, and 256-bit keys).

Figure 5.5: Average Serverless Function Execution Overhead

Analyzing the performance of the system when processing plaintext, as shown in Figure

5.5, we evaluate that an Edge node requires 175% more to execute the same function with

respect to the Cloud node. When cryptography is applied, the Edge execution time is around

260% times the Cloud one. This constant behavior is motivated by the fact that cryptography

is a near-unit cost, independent of the key dimension for a small range of keys. This is

confirmed by the fact that Cloud and Edge encryption execution time takes respectively 100%

and 260% more respect the plaintext execution, regardless of the key size.

Parallel and Sequential Workflow Execution Time

OpenWolf is able to build complex functions relationships thanks to the use of the

Serverless Workflow DSL. The simplest serverless combination is chaining, where each

workflow function follows the previous one. With respect to OpenFaaS and OpenWhisk,

OpenWolf is also able to run parallel functions at once and then join them later. This possibility

can be time-saving, as already demonstrated in the previous works, but the cipher capabilities
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could badly affect the scaling factor from the sequential to the parallel execution due to

heavier resource work. In Figure 5.6, we compare the execution time of the same workflow

deployed both in sequential and parallel mode. In subfigures 5.6a, 5.6e, 5.6e, all messages are

exchanged in plaintext between functions. Instead, in subfigures 5.6d, 5.6f, 5.6d, messages are

encrypted using a 256-length key. Same results are even shown in the tables 5.3, 5.4 5.5, 5.6.

The results obtained with this test show a good scaling factor on all three configurations. In

the Cloud tier, a parallelized job can save from 48% of the time to 56% for a plaintext execution

and from 50% to 54% for a ciphertext one. This result is obtained using two computing nodes.

On the Edge, the improvements are similar to the Cloud. The plaintext execution saves from

54% to 64% of the time, while the ciphertext execution from 58% to 60%. Finally, thanks to

the use of more computation nodes and a greater parallelization factor in the Continuum

environment, a plaintext execution saves from 53% to 61%, while a ciphertext one from 62%

to 68% of the time.
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(a) Plaintext TTR Comparison in Cloud (b) Ciphertext TTR Comparison in Cloud

(c) Plaintext TTR Comparison in Continuum (d) Ciphertext TTR Comparison in Continuum

(e) Plaintext TTR Comparison in Edge (f) Ciphertext TTR Comparison in Edge

Figure 5.6: Sequential vs parallel workflows execution time comparison

Tier/States 20 40 60 80 100
Cloud 5,095 9,323 14,427 19,743 25,719
Edge 12,658 25,554 38,694 52,256 65,196
Continuum 7,919 14,784 20,323 27,212 33,950

Table 5.3: Sequential in-clear Workflow execution time summary

Resources Utilization Comparison

The main differences between Cloud and Edge are given by closeness to data, cost, and

resource availability. In this test, we will focus on the latter factor to understand how CPU
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Tier/States 20 40 60 80 100
Cloud 9,317 19,038 28,352 38,6984 48,789
Edge 32,983 66,805 100,835 133,193 167,219
Continuum 20,807 41,974 63,647 85,143 107,262

Table 5.4: Sequential ciphered Workflow execution time summary

Tier/States 20 40 60 80 100
Cloud 2,637 4,059 6,830 8,168 11,091
Edge 5,307 9,505 14,820 18,493 23,451
Continuum 3,650 7,149 8,214 10,826 13,411

Table 5.5: Parallel in-clear execution time summary

Tier/States 20 40 60 80 100
Cloud 4,634 9,361 13,891 17,793 22,125
Edge 13,902 25,446 40,067 49,961 66,601
Continuum 7,919 14,784 20,323 27,212 33,950

Table 5.6: Parallel ciphered execution time summary

and RAM are affected in both environments when different kinds of workflows are run

on. We compared OpenWolf with the cryptography feature enabled and disabled, using

workflows composed of increasing states. All states invoke the same function built to isolate

OpenWolf overhead from OpenFaas’s container management overhead. In Figure 5.7 we

compared the metrics when a sequential and a parallel workflow are run in three different

environments using plaintext data. Subfigures 5.7a and 5.7b confirm that the Cloud is better

than the Edge in terms of execution time for a sequential and parallel workflow, as this

performs 50% faster. The behavior at the Continuum is around the average point between

Cloud and Edge, and this can be guaranteed by a good load balancing among the resources.

As shown in subfigures 5.8a and 5.8b, the difference is in the gap between Cloud and Edge.

In fact, the Cloud is able to run up to 4x times faster than the Edge, which delay is related to

the encryption.

In Figures 5.7e and 5.7f we compare the CPU usage in the environments. Even in this

case, Cloud is faster than Edge because of a higher clock in the CPU. On the other hand, the

function parallelization involves all the cores of the Edge devices, increasing the overall usage.

When encryption is taken into account, as shown in Subfigures 5.8e and 5.8f, the differences

between Edge and Cloud decrease. This happens because Cloud nodes can still increase their

usage, while Edge nodes’ utilization is already at its max. This also explains the difference in

terms of execution time as commented before. In all the scenarios studied, the Continuum

environment records good performances, load balancing CPU usage proportionally with the



§5.1 − Secure-by-Design Serverless Workflows on the Edge-Cloud Continuum Through the
Osmotic Computing Paradigm 72

available nodes.

While we have seen better performances in terms of execution time and CPU utilization

in the Cloud, the memory usage, as highlighted in Subfigures 5.7c and 5.7d, is in the average

26% more used. Considering that just one function is run in each node and that OpenFaas

does not allow a zero-scale, this value is on average equal for any execution. Such a difference

is mainly led by resource-consuming containers when compiled for amd64 architecture [95]

even if idle. This is especially true when compared with a container compiled for arm64

architectures.
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(a) TTR in-clear sequential Workflow (b) TTR in-clear parallel Workflow

(c) Memory usage in in-clear sequential workflow (d) Memory usage in in-clear parallel workflow

(e) CPU usage in in-clear sequential workflow (f) CPU usage in in-clear parallel workflow

Figure 5.7: Plaintext workflow execution, sequential parallel comparison
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(a) TTR in ciphered sequential workflow (b) TTR in ciphered parallel workflow

(c) Memory usage in ciphered sequential workflow (d) Memory usage in ciphered parallel workflow

(e) CPU usage in ciphered sequential workflow (f) CPU usage in ciphered paralel workflow

Figure 5.8: Ciphered workflow execution, sequential parallel comparison
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5.1.4 Conclusions

In this work, we tried to identify and address the security risks involved in a serverless

environment over the Continuum. In particular, we highlighted five different threats that are:

i) the possibility to safely store secrets, ii) the ability to access them in a safe and authorized

way, iii) the flow control which means the ability to allow some functions interactions and

disallow others, iv) the capacity to guarantee a safe communication channel over the internet,

and finally v) the capacity of guaranteeing message privacy. To address all these aspects, we

followed the Osmotic Computing paradigm with the aim of providing a safe and balanced

distributed environment in which running applications composed of many tasks called

microservices and locating user and system data called MicroData. Osmotic Computing is

safe-by-design because involves a security abstraction called Software Defined Membrane,

which isolates applications and nodes. We dealt, therefore, with a real application of Osmotic

Computing inside OpenWolf, a workflow engine able to spread and coordinate serverless

functions deployed using OpenFaaS among the Cloud-Edge Continuum. In this regard,

we deeply changed the OpenWolf architecture, modifying the underlying Kubernetes used

both to build the federated network of Continuum and orchestrate the workflow functions.

We performed several tests comparing the implemented features with an unsafe version of

OpenWolf. In particular, we investigated metrics such as usage (i.e., cpu usage and memory)

and time to satisfy different-size workflows when running both in sequence or parallel.

5.2 A Distributed Peer to Peer Identity and Cloud Edge Continuum

Applications

In a continuum environment, built using the Osmotic Computing design pattern, MELs

smoothly move around the Osmotic nodes following scheduling rules that can depend on

performance, security, and availability aspects. These aspects have already been analyzed

in previous works[6][96], but no one paid attention to the fact that if the MELs migrate,

according to the Osmotic Paradigm rules, the accessing rule to the MEL might also need to

be up to date. In general, any IAM demands resource access management, which defines

roles and roles’ access to the resources. The IAM is typically a central node with its own

SQL database. This kind of architecture is hard to integrate into any Continuum/Osmotic

Infrastructure, which typically is based on a distributed architecture. All the challenges we

may meet using a classical IAM in an Osmotic Infrastructure are due to these architectural
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differences, and they could be:

• impossibility to spread the IAM among different nodes in a peer-to-peer fashion;

• impossibility to working with some nodes offline;

• impossibility to maintain consistency over the IAMs.

The novelty of our work is represented by the presence of an IAM tailored over an

Osmotic Infrastructure that tries to overcome the just mentioned limits. To do that, we will

design, implement and test a distributed peer-to-peer infrastructure able to work partially

offline with a soft consistency, equipped with a set of APIs that allows to dynamically change

the access to any MELs according to the requests of the Osmotic Infrastructure. To do that,

we will consider as Continuum baseline infrastructure, OpenWolf, the Faas-based continuum

engine presented in 4.1. This chapter will mainly focus on the infrastructure level, upgrading

the OpenWolf orchestrator instead of the OpenWolf engine itself.

5.2.1 Related Work

In the last years, several studies were focused on Security in microservices. The increase

in applications based on this architectural paradigm was one of the main reasons to deepen

the security in this field.

In the research work carried out [97] a recap of last year’s studies about security in mi-

croservices architecture has been made. In particular, the need to make microservices creation

and deployment secure emerges from the work. The research shows that the hotter topics

about security in microservices are related to triple-A management. Even [98] solutions about

security management in Microservices are treated. The paper has analyzed the security in

this kind of architecture at different layers describing how each issue is treated according

to the literature produced at that moment. Among the aspects faced, the solution proposed

for mutual authentication by Docker Swarm and Netflix is described. The work also talks

about the authorization mechanisms used in the microservices architecture. In this field, it

proposes some solutions in order to manage the authentication and the authorization of final

users in a microservices-based architecture. The solution proposed in the research exploits

a token approach by which transmitting the authentication and the authorization among

the microservices interested. A similar issue is treated in [99] which the main solutions for

end-user authentication and authorization inside microservices use-cases are described. The

main solutions, even in this case, foresee the utilization of a token (an example proposed is
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the JSON Web Token) or, more in general, to consider a dedicated microservice for user au-

thentication and authorization management (an SSO service). The solution proposed, even in

this case, is not really innovative and considers the Identity Manager a central element. Other

researchers have also discussed the authorization and authentication aspects of microservices.

In particular, [100] a solution for authentication and authorization management in microser-

vices is proposed. The architecture described in that work, exploiting the well-known defined

XACML flow, aims to implement a solution in Machine-to-Machine communication in which

the authorization policies are managed. The peculiarity of the solution proposed is the total

microservices approach used. Each element, already known in the eXtensible Access Control

Markup Language (XACML) standard, is containerized through the already validated Docker

technology. The work is interesting because realizes and tests a practice solution in which

microservices can manage authentication and authorization not only in a system provided

for the end-user. However, it has some limits. It does not face the problem of the Identity

Manager in this context. It remains a central element even in the microservices architecture

proposed. Security analysis in the microservices context was deepened in the work [101]. In

particular, in that paper, the security was analyzed according to different layers. On top of the

layers evaluated also the application layer was studied. The solution of authentication and

authorization in microservices applications was discussed, and some solutions were tested

and compared. The solutions considered were a little recap of the most used techniques

already discussed. They were related both to the network layer (like IP validation) and to

the application one (like secret transmission). The test does not consider some important

elements like an advanced authorization management system.

Another interesting work was realized [102]. In this work, a new authorization policy lan-

guage is developed. It is conceptually based on the XACML standard. It simplifies that

standard even using the JSON format to define the rule and the policy. This system allows

the implementation of the main authorization functionalities in a microservices architecture

through the "delegation" concept that characterizes the solution presented. Exploiting this

new concept, the process of authorization validation can be distributed, among different mi-

croservices, without sharing sensible data, within the whole architecture making the solution

really scalable and more secure. The case considered does not deep the distribution and the

position of Identity Manager inside the architecture. This element should be discovered since

the evolution of last year’s microservices has faced.

One of the most recent papers, [103], has studied all the research in the security field within

microservices-based systems. It reveals and recaps the main topic of the research considered.
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They are mainly related to authorization and authentication problems as we have already

seen.

The work presented in [11], described a new Computational Paradigm strongly based

on the Microservices concept, that is Osmotic Computing. That paradigm tries to federate

heterogeneous environments (like Cloud and Edge Computing) in order to make transparent

a unique "place", to deploy services, called Membrane. This federation foresees a possible

migration among the nodes federated in the membrane. This paradigm has introduced also an

evolution of classical Microservices named MicroElements. MicroElements are characterized

by the presence and management of Persistence Data, and they are the central element of

Osmotic Architecture. Some researchers have focused on the security of the MicroElements

inside the Osmotic Infrastructure. The [104, 105] basic principles of Osmotic Computing are

defined and the problem of authentication and authorization is presented. In particular, the

paper points out the problem related to an authentication distributed in all the federated

nodes. The work proposed in our paper wants to solve this problem through the solution

proposed.

In this regard, other researchers have focused their work on the decentralized management of

identity and access. For example, the research carried out [106] tries to design a decentralized

identity system that is based on classical credentials and that exploits Blockchain. It is a

conceptually good starting point for Decentralized Identity Management, but it is not enough.

It is based on classical credentials that are not many safe, and it is based on Blockchain. We

can find an evolution of decentralized identity management [107], a distributed Identity

Management is considered. In particular, this work takes inspiration from the Self-Sovereign

Identity approach [108]. to realize a distributed identity and access manager blockchain-based

in which personal data are encrypted through homomorphic encryption. The solution is

interesting but it seems a little bit not convenient for the end-user. Moreover, they are not

oriented in Microservices and Osmotic approach unlike the solution proposed by us.

A recap of the more important research on decentralized identity is described in [109].

The work shows all the most recent research about decentralized identity management

blockchain-based. All the solutions seen within that paper are interesting but all of them

are based on blockchains that could represent a third part element inside the Osmotic

Infrastructure. The solution proposed in our paper is strictly Osmotic compliant and allows

to manage authentication and authorization without third-party elements respecting the

Osmotic Architecture itself.
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5.2.2 Design

Typically IAMs, are deployed using an architecture similar to the one shown in Figure

5.9. In the figure, we represented two different nodes. The first node acts as a centralized

IAM, composed of a set of access rules and user and service data stored in a database, a

set of APIs for authenticating users and a proxy server used to forward the requests from

the client to the correct service that instead are stored in a second node, usually located in a

private network area. Typically access rules are represented like a sentence with the following

shape: "⟨ Subject⟩ can ⟨action⟩ on ⟨object⟩", In these cases, the actions are typically involved

in CRUD (Create Read Update Delete) set operations and the object is any available resource.

The subject depends on the security pattern followed, for example, RBAC or ABAC. This

topic is out of the scope of this chapter and for simplicity, we will consider starting now an

RBAC-based IAM.

Figure 5.9: Centralized IAM architecture

In this scenario, users use the IAM’s API to authenticate themself using their credentials,

and the IAM’s proxy to reach the services. The proxy will use the authentication information

provided by the client and the access rules stored to decide whether they can reach the

requested resource. This flow is well described in the sequence diagram in Figure 5.10. As

we see there are no interactions between the clients and the real requested resources, all

the messages in fact arrive at the Proxy and only the authorized ones are forwarded to the

resource. In an Osmotic Infrastructure MELs are spread among different Osmotic Nodes as

well as other Osmotic Components. Often, Nodes are not reachable between them, due to
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Figure 5.10: Authorization and access flow

network disconnection or security reasons related to the Osmotic Membrane [11]. Due to

that, tailoring a centralized IAM in this scenario is a high risk, since it may affect the usability

of some applications inside the Osmotic Infrastructure. For these reasons, we designed a fully

distributed IAM as shown in Figure 5.11.

In this new scenario, we have many Osmotic Nodes, and in all of them, an IAM is installed.

The IAM is still composed of the elements seen before, a database containing the user’s and

resource data, a set of access rules, a set of APIs, and a proxy service.

This time, the IAM is equally distributed among all the Osmotic Nodes, in a peer-to-peer

model. Each node must be able to work even if any of the others are unreachable; for this

reason, each IAM is in charge of guaranteeing secure access only to the local services installed

in the same node where the IAM is, and eventually to the others only if they are reachable, in

this way, a service becomes unreachable only if the entire node is unreachable. The different

IAMs instances need anyway to be synchronized because they need to know the rules to

access to service they are not hosting at this moment but they could later. To guarantee this

consistency, access rules, and user and resource data are stored in a peer-to-peer database

that accompanies the proxy. The consistency between the databases can be guaranteed using
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Figure 5.11: Distributed IAM architecture

a multi-version concurrency control pattern (MVCC). Finally, the data updates happen using

the APIs the IAM provided. These APIs can be consumed by the MELs or by the Orchestration

Engine, this depends on the implementation of the Osmotic Infrastructure, nevertheless the

implementation, each API instance is authoritative only for the Node where it is installed.

This behavior prevents any conflict during the data synchronization without compromising

the usability of neither infrastructure and applications.

This approach requires that we know the IP addresses of the Osmotic Nodes where the

services we need to contact are hosted, for usability constrain we cannot accept this. For

this reason, we put in our architecture a further layer represented by a Load Balancer. This

service can be deployed in replica in an SDN in order to guarantee high availability. The Load

Balancer just redirects the requests coming from a client to the correct service’s authoritative

node, guaranteeing transparency to the final user. Finally, thanks to the use of this element

we can easily reach any available Osmotic Node without caring about their real IPs. From

a client-side point of view, this new fully distributed approach is transparent, in fact, the

same flow described in Figure 5.10 is still valid. In the distributed approach, in fact, the client

still contacts a single access point which is the Load Balancer, this element will forward the

request to the correct resource authorities proxy, which will manage the authentication and

resource’s access flow.
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5.2.3 Implementation

Following the designed architecture shown in Figure 5.11, we are going to implement it,

in order to obtain a full working prototype.

The infrastructure we rely on is the same OpenWolf; in particular, we exploit the K3s

Kubernetes infrastructure to deploy and integrate our IAM. Thanks to this engine we can

easily deploy MELs using Pods, and we can orchestrate Pods using the Kubernetes APIs. We

managed the Osmotic IAM as a multi-container pod instanced like a daemon, namely a Pod

deployed in every node of the cluster.

We implemented the IAM using a distributed peer-to-peer database and a full stateless

process able to interact at any time with the local database instance. This process is in charge

of exposing API to interact with the security roles stored in the database and to proxy the

requests towards the requests MELs (once their access is permitted).

Database

Finding a database able to meet our requirements is not easy, since most common and

used SQL and NoSQL databases horizontally scale only using a master-slave model, like

MySQL and MongoDB for example, and often this means that all the writing operations

pass through the master and all the reading operations might need to be approved by the

Master. This approach does not fit our model since we need to write and read to/from any

node at any time. A good choice for our requirements is represented by CouchDB by Apache.

CouchDB is a document-oriented database, that can be deployed inside a Cluster using

a peer-to-peer approach. Each peer can contain a part of or an entire dataset, but it does

not require keeping a stable connection with the other peers continuously, data in fact are

considered eventually consistent, because peers will synchronize them as soon as possible,

without disallowing updating during network disconnection periods. Once the peers are

reachable again, they will use a consensus protocol that exploits the MVCC data model to

keep the last updated documents.

Finally, we are going to use CouchDB to store the accessing rules the resource, and the

user information.

API Set and Proxy

API and Proxy are both web services that need to interact with the same data components

and with the same transient data, for this reason in the implementation phase, we merged the
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API server and the Proxy into a single service that acts all the IAM operations we described

until now. This service needs first of all to authenticate and authorize users, and therefore

to update users’ data information inside the CouchDB instance hosted in the same node.

The service authenticates using a Role-Based Access Control and Cookies to maintain a

connection state. The APIs involved in this are identified as Authorization API.

Authorization APIs are used to guarantee secure access to the Security API. This new set

of APIs is in charge of updating the Access Rules which the node is authoritative.

Finally, Authorization and Security API are used by the Proxy for processing a request

coming from the internet. First of all, the Proxy fetches the cookie provided in the request and

sends it to the Authorization API which will reply by providing the role of the user who owns

the cookie, this role will be forwarded to the Security API with the address of the requested

resource, next the reply will tell the Proxy if the request is authorized or not. Finally, the

proxy will forward the request to the resource or will reject it, sending it to the client in the

first case the service’s response, or an error response in the second case. We implemented this

component by exploiting NodeJS, Express, Nano and SuperLogin packages node.

1. ExpressJS is a very famous framework used to manage an HTTP server using NodeJS;

it is used to authenticate and authorize users, expose API for updating the accessing

rules, and finally for proxying the requests to the MELs.

2. Nano is the official CouchDB’s Javascript library that allows database interaction;

3. SuperLogin is a quite popular microframework for Identity Management based on

CouchDB and NodeJS; it works also like Express middleware, enabling the authentica-

tion and authorization policies (customized by us in order to interact with the dynamic

rules).

Deployment

The distributed IAM needs of course to be integrated with the Osmotic Infrastructure

realised using Kubernetes. The proxy and the CouchDB node instance are strictly dependent

and they cannot work if the other one is stopped. For this reason, we used a multi-container

Pod to deploy the IAM, composed of the CouchDB instance, the Proxy instance and a single

run configurator that ensured that the proxy and database are well configured.

As we mentioned before, we need to deploy a single IAM instance in any Osmotic Node,

To do that Kubernetes provides a sort of Deployment method called DaemonSet. "Like other
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workload objects, a DaemonSet manages replicated Pod groups. However, DaemonSets

attempts to join a one-pod-per-node model across the entire cluster or a subset of nodes.

When you add nodes to a node pool, DaemonSets automatically adds Pods to the new nodes

as needed"[110].

Load Balancer

The Load Balancer is strictly related to the Osmotic Infrastructure implementation, in this

case, Kubernetes provides the Kube-Proxy which is installed on each Kubernetes cluster’s

node and acts as a proxy for UDP, TCP and SCTP communications. It is used as the entry

point for reaching the Osmotic Services, for this reason, any other further design choice like

the use of a service’s authoritative IAM is demanded from the IAM itself instead of from the

Load Balancer.

The final result is shown in Figure 5.12.

Figure 5.12: Osmotic IAM architecture

5.2.4 Use Cases

In this Chapter, we are proposing a solution for guaranteeing secure access to any appli-

cation deployed inside an Osmotic Infrastructure. To keep secure access to these applications,

we designed a Proxy that, through a series of rules, which are shared among all the nodes and

stored in a local database that, in an RBAC fashion, allows or denies access to the resources.

The first concern about Osmotic Computing regards the policy dynamic; in fact, in
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an Osmotic Infrastructure, any access rule might fast change due to service or network

constraints; for this reason, we provided our Proxy with a set of APIs that allows adapting

the proxy to the new rules.

The second constraint in Osmotic Computing is network disconnection. In a fully dis-

tributed environment, sometimes some nodes could be isolated from the other ones, but

this should not limit the use of the node itself. Since nodes share policies and data, they

should also be able to synchronize them as soon as they can interact again each other. For

overcoming this limit, our IAM has been also designed in an Osmotic fashion, decoupling it

into as many replicas as the nodes are and using a peer-to-peer database able to maintain an

eventual consistency and to synchronize it with the other database peers as soon as possible,

without denying the usability.

In this section, we will present two simple use cases where Osmotic Computing is applied

where the just-mentioned problems might present and how our solution solves them.

5.2.5 Smart City Use Case

Figure 5.13: Smart City scenario for the Osmotic IAM

Nowadays, Smart Cities are characterized by many common features, like distributed

access points, environment monitoring, tourism, and security tech services. For example,

smart video stream services are used to show some important city areas, museums, or parks

directly from the smartphone or video panel spread around the city. Cameras and video
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streams are also used to maintain some areas under control, and usually, these cameras are

used by the Municipality’s policy or any other security department [111]. Of course, in the

first case, access to the camera can be guaranteed to any public with or without authorization.

Instead, in the latter case, only the public, with proper authorization, should access the video

stream. These policies are quite static, but what happens if, under the eye of a public camera,

a crime happens, showing on a grand scale sensitive content? Unfortunately, this could be the

case of some terrorist attacks that happened last year in Europe, where the images traveled

around the World and have been shared on social media like Youtube and Facebook. As proof

of concept, consider Figure 5.13; we are describing an Osmotic node installed near a city

area with a cross street. This osmotic node runs a smart camera that records the scenes and a

video stream analyzer that recognizes the recorded events. The streaming video is shown on

the city’s public Facebook page. Unfortunately, an incident happens; hence the video stream

analyzer recognizes this event and immediately updates the Osmotic Proxy installed in the

same Edge node, restricting the video stream access only to Public Security City’s officers

and disabling the video stream on the city webpage. The use of an Osmotic IAM could have

solved this kind of inconvenience; in fact, as soon as a suspicious event would have been

detected in the video stream, automatically, the access to the video stream resource would

have been updated, and the camera would have been used only by a strict number of people

involved in the city’s security avoiding any dispersion of sensitive content.

5.2.6 Rural Area Use Case

A rural area or countryside is a geographic area that is located outside towns and cities,

where typically the provided services are very poor, and the connectivity is quite limited.

An interesting research topic that has been born in the last years regards the possibility of

enriching these areas with cheap Edge-based services able to provide first-need raw services

for healthcare, industrial automation, and document sharing. In this kind of space, typically

deployed meta-industrial services, or first-need services, like document sharing with other

areas in the same environmental conditions.

This work finds a concrete case in this situation. As we already said in our work, Identity

and Access Management is traditionally centralized. The approach proposed in our work

goes beyond this concept. By decentralizing these operations, our solution can represent a

valid alternative to the reality we are considering. A hypothetical private resource can be

protected in a Rural Area even if the Network service is not always efficient. In the typical

situation in which Authentication and Authorization are centralized, the Network service
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Figure 5.14: Rural Area scenario for the Osmotic IAM

absence could affect the resources’ private access. Indeed, the typical systems, in this situation,

do not allow resource access because they cannot verify the correct roles of the users, and,

in general, authorization operations cannot be performed. In a real use case in which our

solution is applied, the Authorization could not be conditioned by the global reachability of

the local nodes. For example, we can imagine different systems IoT-based like a typical Smart

Agriculture context that descends private data to the Edge Layer. The data detected could

not be available for all entities that can physically access the Edge because, for example, they

could be related to a particular Business advantage. Figure 5.14 shows the concrete context.

In Area 1, for example, the user wants to access a particular resource reachable in his area

only through a local connection because Internet access is not available. In typical situations,

the Identity and Access Management are not able to determine the authorization attributes or

the roles of the user, and it is not able to understand if the user can or not access the resource

because, normally, the Identity and Access Manager are centralized and placed in a remote

server only reachable via the Internet. As shown in the Figure, the architecture proposed in

this work solves this issue.

The Osmotic IAM solution we have described in this Chapter could be applied on the Edge
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Layer, relegating to the latter Authentication and Authorization operations. Even if the Local

Edge devices are not reachable worldwide, they can authenticate and authorize the permitted

users.

based

5.2.7 Conclusion

Osmotic Computing is a very interesting research topic that aims to integrate cloud, edge,

fog and IoT in a unique Computation environment where applications are free to move

following different concentration rules based on many internal and external parameters,

i.e. Continuum. This goal is really ambitious because can enable many different use cases

related to Security, DevOps and Smart Cities, but due to its complexity, many limits are

still not solved at all. Two of these limits regard the access policies for the application and

users and the resilience to network disconnection, the Osmotic Computing paradigm, in

fact, foresees that an application can evolve, changing the node that hosts it, the active

configurations (Micro Data) and the consumers. From an architectural point of view, Osmotic

aims to distribute the applications among different nodes with equal roles, but different

characteristics. This fully peer-to-peer design could fall into partial network disconnection,

where only a few nodes can communicate with each other and in many cases, this represents a

reason for some trouble. In the previous chapters, we already demonstrated how to distribute

and orchestrate the computation among the COntinuum using Faas Workflow protected

by the Osmotic Computing paradigm, but we have never dealt with the dynamicity of the

security aspects.

In this Chapter, we presented a new Osmotic Computing component that acts like a

Distributed Identity and Access Management. The IAM is itself a peer-to-peer component

thought to be run in every node of an Osmotic Infrastructure. It is designed to be resistant

to any network disconnection, in fact, each IAM instance works independently from the

other ones but synchronizes with others’ access rules and data as soon as the network allows,

therefore it keeps working at any time and guarantees authorized access to the Osmotic

Application at any time. To guarantee dynamic access policies for accessing the Osmotic

Applications, we enriched the IAM with a set of APIs authoritative for the node where they

are hosted, these APIs allow updating any rule inside the IAM and they can be consumed by

the Osmotic Engine, by the application or by external but trusted clients. Immediately, once a

rule is updated the IAM reflects it in the Proxy used to access the resources, and in parallel,

these rules are sent to the other node to keep synchronized over the entire infrastructure.



CHAPTER 6

Discovering and Addressing Applications in a Continuum Infrastructure

We know the Osmotic Computing paradigm that gives guidelines to deploy applications

able to auto-balance themself and smoothly move among all the available infrastructure

in a Continuum environment. We adopted these principles in our works, and as we see

in Chapter 4, we can deploy these kinds of applications using serverless workflows, but

we cannot locate and relocate them when they migrate. In this chapter, we address this

issue, proposing the Osmotic Computing Enabled Domain Name System (OCE-DNS), a

continuum native DNS able to reference MELs using the Extended Plus Codes, a three-

dimensional geocode algorithm defined by us. Experiments show that OCE-DNS guarantees

quick Resource Records (RR) readings and updates, thence supporting the management of

transparent Osmotic MEL migrations in a Continuum environment.

6.1 Introduction

In section 2.5, we introduced Osmotic Computing, a framework able to smoothly balance

the computation at the continuum. Some use case of this paradigm has been treated in [112],

[113], and usually, many of them involve smart city environments. A typical scenario is the

smart video surveillance controller installed in a city square. It could comprise web services,

sensors, and smart cameras with video streamers, analyzers, and collectors. These services

should allow for keeping the square under control, alerting if something happens, such as

peaks in audio sensor data, dangerous images recognized in the camera stream, or if a citizen

89
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reports something bad using the local web service.

Typically, in the beginning, the aforementioned services can be entirely run in an Edge

environment, but what if the surrounding environment abruptly changes its state? We could

have computation congestion in the video analyzer, the web server may no longer be able

to reply to all the requests; thus in brief, the square would no longer be under control. This

scenario should not happen in a continuum environment. In fact, the smart video surveillance

controller can be easily decoupled in a series of MELs interconnected over an isolated network.

As soon as a MEL goes under pressure or attack, it could be migrated into a Cloud node

where the computational resources are enough. In the end, all the MELs would return to

Edge when the environment returns to a quieter state. The issues on that are mostly two:

1. How can I discover services that are geographically bounded to a specific edge area if

they are not run on it?

2. How can I keep track of a service if it migrates?

3. How can the continuity of service guaranteed if a service migrates?

This chapter investigates how a decentralized naming system with advanced geocoding

capabilities can support osmotic orchestrator activities. Specifically, a geocode is a unique

code that represents a geographic entity that distinguishes it from others. A geocode-based

naming system for Osmotic Computing should satisfy three important requirements:

1. naming in human-readable form both MELs and whole Contiuum-based applications

using Uniform Resource Identifiers (URI) according to the geographical area, domain,

or workspace where they run;

2. discovering MELs and/or Continuum application’s services through the specification

of a particular geographical workspace;

3. reacting in real-time to MELs and application migration or relocation, properly updating

the naming reference.

Many works exist in the literature for naming geographical areas in a human-readable

fashion [114]. However, some of them create conflicts in geocodes [115], others do not allow

the definition of different size areas [116], and others are proprietary solutions [115] thus they

cannot be widely adopted or integrated into open source projects. The main contribution of

this Chapter is presenting Osmotic Computing Enabled-Domain Name System (OCE-DNS),

which is an innovative naming system that implements a distributed Resource Records (RR)
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structure for storing geocodes related to MELs and whole Continuum applications. Also, we

introduce an OCE-DNS geocoding algorithm able to encode a geographical area that will be

associated with MELs or whole Continuum applications, thus identifying geographical areas,

domains, or workspaces even of different sizes.

Naming a MEL allows us to identify and reach it over the Internet. However, MELs

(as explained above) could migrate across the continuum within an SDMem. Migration

means that MELs change their physical locations, but without changing the workspace they

are serving. Thus, OCE-DNS implements a geolocalization aware naming to track MEL

deployment changes to guarantee performing Continuum native applications. This task is a

very challenging feature that avoids inconsistencies between the pointers of the DNS and the

Osmotic node where the MEL is physically migrated.

Our solution makes use of geographical and topological information associated with each

MEL to build a logical representation of MELs acting within an SDMem. This allows us to

reach each MEL through the well-known hierarchical DNS approach and, at the same time,

according to the geographic information associated with it [117].

Using a dynamic RR database, the OCE-DNS allows us to:

1. support MEL migration by properly updating the DNS entries and guaranteeing con-

sistency between the position of the Osmotic node running the MEL and the domain

name that points to the associated Osmotic service or application;

2. associate an Osmotic service or application to a geographical workspace by logically

mounting a Cloud service on the Edge and vice versa, thus enabling the virtual device

concept (i.e., virtual Edge devices actually running over the Cloud).

6.2 State of the Art

Several works proposed the use of Osmotic Computing for smart cities. An urban pol-

lution monitoring system based on Apollon, a piece of Osmotic Computing middleware

that integrates IoT sensors with Edge and Cloud resources has been discussed [118]. An

Osmotic city traffic system that allows autonomous vehicles to self-establish the priority

at intersections by exchanging information with a smart traffic management infrastructure

has been proposed [119]. Osmotic smart parking has been proposed in [120], where the

authors analyzed the applicability of Osmotic Computing for smart parking considering

different workloads. A piece of Osmotic Blockchain-based framework for smart cities has
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been proposed [121]. It is composed of four layers: physical, Blockchain, Cloud, and Edge.

The Blockchain layer acts as a membrane that verifies the data integrity during the migration

from the Edge to the Cloud and vice-versa. All aforementioned works show possible use

cases for Osmotic Computing, discussing challenges and solutions from a theoretical point of

view. This work proposes a software component that supports managing Osmotic application

where MELs are migrated.

Privacy and security concerns of Osmotic Computing and possible solutions have been

discussed in [122], where the authors proposed the use of Secret Share techniques for storing

the images of MELs on Osmotic nodes without using central repositories. The work is

complementary to ours because the authors are not referring to running nodes but to their

images.

The authors employed Osmotic Computing as a tool in all the aforementioned works. In

this work, we discuss the OCE-DNS analyzing the time required for the propagation of the

information related to the resource migration.

In recent years, with the advent of Continuum Computing, more and more researchers

investigated how to minimize the delay in the propagation of information related to resource

migration. A comparison of four authoritative DNS systems has been discussed [123]. The

authors investigated the usage of resources and the response rate considering increasing

workloads. An investigation of Managed DNS (MDNS) has been discussed [124]. Considering

8 different MDNS, the authors analyzed the delay in the propagation of the information due

to a resource migration. The experiment proved that the propagation delay usually is 10

seconds. We think that the time required for updating current DNS systems are too high

considering Osmotic Computing infrastructures where, depending on the use case, the MELs

could migrate from one node to another one frequently, even more than once every second.

This chapter demonstrates that OCE-DNS can track any migration within 100 milliseconds,

even considering very dynamic environments.

Challenges and opportunities of DNS systems for IoT devices have been discussed [125].

Nowadays, one of the main challenges of these systems is related to resource transparency

because the users are unaware if the interaction among local devices takes place by using

remote services that could inject malware or redirect the communication to malicious hosts.

In our proposed work, the OCE-DNS is a component running inside the Osmotic membrane.

Therefore the security of the whole architecture is assured by it.

An inter-domain routing system for Mobile Ad Hoc Networks is discussed [126]. In

particular, the author proposed a communication protocol based on resource clustering and
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packet forwarding. Each resource, for the neighbor, will interact with a special node that acts

as local DNS. Despite the work being very useful for advancing the State of the Art because

it provides dynamicity and scalability to the system, the proposed idea cannot be employed

for Osmotic resources because the system works at the routing and not at the service level.

Instead, our work aims to use the standard internet network but use a host naming based

on the application the host is offering and on the area in which this application works. The

interaction between the nodes, therefore, takes place not only because the node exists in that

geographical area but because it offers the application we are looking for in that area.

A piece of middleware for parallel container migration has been proposed [127]. The au-

thors’ framework, by analyzing the available bandwidth, estimate the most suitable number

of containers that can be migrated in parallel to optimize both the stand-alone migration

time and the total migration time. Despite the work theoretically being suitable with Osmotic

Computing because the platform can interact with any container virtualization tool, in prac-

tice, this is not true because the time required for the resource migration is too high. That is,

on average, a single container needs more than 20 seconds to migrate. As we will discuss

in Section 6.6, OCE-DNS can track any migration within 100 milliseconds even considering

very dynamic environments.

A similar work for VMs has been proposed [128]. The authors investigated techniques

for reducing resource contention, they discussed the impact of workload characteristics on

migration time. The experiments show that the migration of a single VM Even, in this case,

the time required is too high considering the dynamism of Osmotic Computing.

6.3 Motivation

In the last years, with the advent of Big-Data, data mining techniques are becoming

increasingly useful for discovering insights into data and enhancing user experience in ser-

vices exploitation. Usually, data mining algorithms require a huge amount of computational

resources and, therefore, are run on the Cloud. The introduction of Edge computing devices

moved the computation power closer to end-users, thus reducing end-to-end delays in data

processing. However, Edge devices’ computational capabilities are still not comparable with

Cloud’s ones. Therefore, depending on the amount of data, some tasks have to be carried out

on the Cloud anyway. Continuum is born to provide continuity between Cloud and the Edge,

but the implementation of a Continuum environment is up to the developers and researchers.

Osmotic Computing is able to guarantee the Continuum of moving computation from the
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Cloud to the Edge and vice versa, according to the requirements of applications and avail-

able infrastructure. This is a very useful opportunity to support data mining requirements,

optimize computation activities, and reduce delays in computation.

MELs associated with a specific Osmotic application flow into a single logic ecosystem

called SDMem according to the rule defined by the orchestrator. These rules depend on many

factors from inside and outside the SDMem as security, network partition, load balancing,

process needs, etc. All these factors have an impact on the performance and functioning of

the MELs themselves.

One of the most important factors for the management of continuum services is the geo-

graphic workspace. It identifies the geographical location it operates, for example collecting

data from the surrounding environment, producing added-value information, and offering

services that make sense only in that particular location. Difficulties in knowing the geograph-

ical context of a MEL workspace limit a lot of the opportunities brought by the orchestrator.

Thus, orchestrator migration rules cannot take into consideration the geographical area in

which a MEL works and the relative impact at the application layer. For example, a migration

should or should not take place based on how close the node running the MEL is to the

specific context. Another example could be the opportunity to move a MEL closer to others

working in the same context.

A second issue related to the Continuum is naming services (MEL in the Osmotic dic-

tionary), that is the capacity to identify MELs inside a specific SDMem. This issue affects

the MEL migration process among different nodes in the same SDMem. Going in deep, an

Osmotic Infrastructure can enable the migration of MELs by exploiting different approaches.

MELs can be implemented through well-known software virtualization systems such as Con-

tainers. Available solutions to smoothly migrate MELs among osmotic nodes are orchestrators

such as Kubernetes. Less investigated approaches are based on the use of Overlay Networks

for the federation of SDMems. This last approach would lend itself even better to the Osmotic

paradigm as it is strongly decentralized and independent, not based on the capabilities of

a single orchestrator. Regardless of the approach used to enable an Osmotic infrastructure,

we need to ensure the transparency of the MELs migration. A MEL migration process can

be defined as transparent when the migration is not perceived by external clients who are

communicating with the MEL itself. It derives from the implementation of hot migration at

the infrastructure level, and the terms aim to emphasize that the user’s quality of experience

doesn’t suffer from MEL migrations. The most advanced orchestrators can guarantee this

transparency thanks to an intelligent request routing algorithm, but the naming systems
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are not, however, based on the geographical context of the MELs themselves, which instead

becomes crucial for the identification of the service and its context.

Transparency is necessary to ensure the continuity of communication with a MEL even

after its migration. Let’s consider the example in Figure 6.1. We consider three MELs running

Figure 6.1: Transparent migration of a MEL

into IoT, Edge, and Cloud nodes and providing different services. For example, at Time 0,

the IoT node is running a Traffic Monitor MEL. At the same time, an access request to this

MEL arrives in the system and is routed to the IoT node. At Time 0.5, the Traffic Monitor

MEL is migrated from the IoT node to the Cloud one, but this process needs time, and, thus,

access requests coming at that time are still routed to the IoT node that does not destroy the

MEL yet. At Time 1, the Traffic Monitor MEL is completely migrated from the IoT node to

the Cloud one. So, whenever a new access request arrives for the Traffic Monitor MEL, it is

automatically routed to the Cloud node. With this approach, the migration is transparent

since the client has sent a request for the same MEL, but the request has been automatically

routed to a different node.

This work, therefore, aims at providing geographical information about the context of

a MEL. This information should be used by the orchestrator and by any third client; in

particular, the orchestrator could define the migration rules according to the constraints

that a MEL monitor already provides, and the third client could use this information to

fetch, discover and interact with the MEL serving in the area the client is interested in. The

geographical context information should be provided as the name of the MEL itself to allow

identification of the MEL workspace and the MEL itself. The naming system should abstract

the real position of MEL inside an SDMem, to guarantee the MELs’ transparent migrations.

We can reformulate these problems in two points:
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1. Identification of a geographical context through a language understandable to humans.

2. A naming service for the MELs that can be derived by the workspace.

To do this, firstly, we intend to define a geocoding protocol that allows for identifying a

workspace context. This geocoding algorithm must have a hierarchical and variable precision

structure. The first feature will be useful for identifying prefixes in the code that remain

constant for a given area, making the memorization process easier. The second feature should

allow us to identify more or less large areas to identify size-variable workspaces.

To achieve this goal, we will use the Open Location Code, a geocoding algorithm capable

of generating codes called Plus Codes. We will slightly modify this algorithm to support the

geocoding of three-dimensional geographical points instead of two-dimensional points, we

will call these new codes Extended Plus Codes (EPC).

This will allow the identification of the workspace contexts of any MEL.

Finally, we intend to use as names for the MELs the EPC of the relative workspaces, and

we want to provide the MELs name using the OCE-DNS.

OCE-DNS, as part of the Osmotic Infrastructure, can inform the SDMem about the

workspace of the MELs inside it. Finally, this information can be exploited by the orchestrator

to properly update the migration rules.

The second problem we aim to solve, using the OCE-DNS, is to enable the transparent

migration of MELs inside the SDMem. To hide the MEL migration process, we need the

OCE-DNS architecture meet the following requirements:

• Dynamic Record Resource (RR) database;

• Frequent updates to RR entries;

• High availability;

• Low latency;

• High performance

The updates on the RR records, if properly synchronized with the osmotic migration, will

allow following the migration process of the MELs between the nodes, making this process

transparent.

In Figure 6.2, we are summarizing from a very high point of view the final result of our

infrastructure:
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Figure 6.2: Virtual vs real MEL position

1. we identify a three-dimensional area in the World with the EPC 8FCQ5G68+69ˆ10;

2. we associate to this EPC an URL, in this case, 8FCQ5G68y69e10.osmotic;

3. we use this domain name to point to the MEL serving this area;

4. If the MEL migrates from the physical workspace to a Cloud infrastructure, the domain

name follows this migration.

6.4 Design

In this section, we discuss the design of our three-dimensional geocoding algorithm that

allows us to express any three-dimensional geographic area in the world through a string of

variable lengths based on the area’s dimensions. Generated geocodes will be used to identify

the MEL workspace. We also present the design of the DNS infrastructure that meets the

requirements defined in the previous sections, which include a dynamic RR database, low

latency, high availability, and the ability to serve the geocodes as domain names for the MELs.

Using geocodes as names for MELs will allow the identification of the MELs themselves

by third parties, such as other MELs running inside or outside the same SDMem, or clients

that interact with MELs in the identified context. The MEL naming service can be done using

a DNS server that serves geocodes as DNS records associated with the proper MELs. This

approach allows explicitly provides clients with information about the context where a MEL

works and enables the service discovery based on the geocode. Also, the OOE benefits from

that since it can use the information derived by the geocoded names to adjust the migration

rules according to the already considered factors, like security, network, and so on.
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The just-described DNS infrastructure is the OCE-DNS.

6.4.1 Three dimensional Geo Codes

The geocoding algorithm should be able to produce geocodes that meet all the following

requirements:

1. usable as DNS names;

2. code length dependent on the dimension of the referred area, to represent different size

areas;

3. use of hierarchical structure;

4. representation of three-dimensional points;

5. offline working to guarantee the service even without external configurations.

We decided to start with the Open Location Code algorithm by Google, released with Apache

License 2.0. The Open Location Code Algorithm creates geocodes called Plus Codes. This

algorithm is based on a clear encoding of latitude and longitude information based on the

WGS84 standard. The algorithm works offline and does not require any external configuration.

Plus codes are generated following a Discrete Global Grid (DGG), and the output codes use

an alphabet of 20 digits composed of numbers and letters. The “+“ character (U+002B) is

used as a non-significant character to aid formatting, it is called formatter separator. The “0”

character (U+0030) is used as a padding character before the format separator. The minimum

length for a Plus code is 2 digits (precision: 2226 km), and the maximum length allowed is 15

digits (precision 4 x 14 mm). Finally, The algorithm uses two different approaches to calculate

the first ten digits and the last five. The first ten digits are produced in pairs, the algorithm

recursively encodes both latitude and longitude in base 20 using the area found in the DGG

during the previous iteration. For this reason, we cannot get an odd number less than 10

digits in length. The last five digits, on the other hand, are calculated one by one by encoding

the latitude in base five and the longitude in base four and, again the area found in the DGG

during the previous iteration. For this reason, we can calculate odd plus code only longer

than 10 digits.

Open Location Code (and other well-known geocode algorithms, such as Geohash or

what3words) only considers two-dimensional points because they provide geographical

referencing into a plan (longitude and latitude). However, this approach doesn’t allow
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localizing a resource considering the altitude. This aspect is critical when we want to use

geocoding in indoor and multi-floors environments, such as skyscrapers. For this reason

and to increase as much as possible the granularity of our naming service, we decided to

extend the geocode dimensional points to three. This information is not kept in the Plus

Codes, so we need to make a small change to the Open Location Code to also encode the

altitude of a certain area. Our idea is to concatenate the Plus Codes with the height expressed

as altitude from sea level, as suggested by the WSG84 standard, using the “ˆ” character

as altitude-separator. Finally, we refer to this new geocode format as EPC. As explained,

the Open Location Code allows you to define areas of different sizes, which allows you to

target entire cities, buildings, or rooms simply by varying the precision of the algorithm. The

precision on the height value is not variable, as the purpose of the EPC is to understand if

an identified area is located for example, on the first or second floor of the building or at

the bottom of a door rather than at its top. A precision set at 0.1 meters can be considered

sufficient to have this detail. Finally, as a convention, we decided to represent the altitude

from sea level in meters with one decimal digit using the dot "." character as the decimal

separator. Using this convention:

• 8FCQ5HR4+V3ˆ10 is a valid EPC;

• 8FCQ5HR4+V3ˆ5.5 is a valid EPC;

• 8FCQ5HR4+V3ˆ5.55 is a invalid EPC;

• 8FCQ5HR4+V3ˆ5,55 is a invalid EPC;

6.4.2 EPC as MEL Names

The EPC allows us to identify an area served by smart services, but we also need to

connect smart services to the area itself. To this aim, our idea is to use the EPC as domain

names associated with the MELs that are active in the area referred to the specific domain.

Using this approach, any third-party client will be able to identify the geographical workspace

of a MEL only using the MEL name itself. At the same time, the client can understand if a

workspace is covered by Osmotic Services just by pinging the relative EPC. Using EPC as the

MEL name is also a better approach than using other information stored in a RR database,

like, for example, TXT records or LOC records, because it allows one to directly associate the

MEL to its workspace without any further needed queries.
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From a practical point of view, EPC has to be compliant with the domain name encoding

constraints, which are:

1. domain length shorter than 64 characters;

2. domain alphabet composed only of alphanumeric characters (excluded the characters

“-” and “.”).

We must therefore replace the characters “+” and “ˆ”, which are not allowed, we can

replace them respectively with the alphabetic characters “y” and “e” that are not used in the

alphabet of the Open Location Code algorithm, thus they cannot create any collision.

6.4.3 OCE-DNS Infrastructure

One of the goals of this work is to grant a dynamic Osmotic environment where MELs

can transparently migrate inside an SDMem. The concept of transparent migration is critical

in Osmotic Computing because it guarantees that third clients that are communicating with

a MEL do not perceive a downtime for the MEL during its migration and they do not need to

update their configuration to keep the communication up with the MEL when the migration

has been completed.

The OOE is demanded to move the MEL inside the SDMem; the OCE-DNS, instead, is

demanded to create a reference to MELs according to the migration process thus the OCE-

DNS must be able to update the name refers to a MEL as soon as its migration is completed.

In practical terms, the OCE-DNS must adopt the behavior described in Figure 6.3. In the

figure are shown two different Osmotic nodes, respectively, with the IPv4 addresses 1.1.1.1

and 2.2.2.2. The figure also showed a MEL that offers traffic control in the area pointed out by

EPC 8FCQ6H33yXFe10. For the first time, the MEL is run on the first Osmotic node. Thus the

OCE-DNS associates the domain name 8FCQ6H33yXFe10.traffic.osmotic with 1.1.1.1 IPv4

address. In a second time, the MEL is completely migrated to the second Osmotic node; thus

the OCE-DNS table is updated to associate the domain 8FCQ6H33yXFe10.traffic.osmotic

with the IPv4 address 2.2.2.2. During the migration instead, the DNS record is unchanged,

since the MEL is no more available from the departure node only when the MEL is up and

running in the arrive node.

To enable the geographic naming using the just-defined EPC geocodes we need a DNS

server able to read these codes. The OCE-DNS system is decoupled into an RR database

that stores all the DNS records and a DNS server that resolves the DNS queries using the

RR database. Decoupling the database and DNS service is an important step that needs
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Figure 6.3: RR update

to be careful, in fact, a bad architecture or a not well-organized network topology could

generate high latency during the communication with the DNS server and the RR database,

this latency will be propagated to the final clients. The interaction between the MELs and the

Naming system should follow two different flows. The first flow starts from an authenticated

MEL that updates an RR entry exploiting the API that the RR database should expose. The

second flow starts even from MEL but is directed to the DNS server to solve any DNS generic

query. The DNS server, therefore, must be sensitive to any change to the RR database, it must

not include any concept of data caching to serve the newest data. This characteristic requires

that the TTL DNS record parameter is ignored or forced to zero. This behavior constrains the

DNS server to verify every time the value of a DNS record in the RR database, avoiding any

caching.

The proposed architecture is shown in Figure 6.4. In the figure, we distinguish the server

side above the figure and the client side, below the figure. The server side is composed of the

DNS server and the RR database, and they are deployed using a Micro Service architecture.

The RR database microservice is based on a replica set that grants high availability of the data.

The interaction between the RR entries and the database clients are enabled by APIs. The

DNS server is a single microservice able to reply only to DNS queries and to read data from

the RR database using the proper connector. Both the RR database and the DNS server are

deployed using Docker containers. This approach is naturally integrated with Micro Service

architecture since it is based on the concept of Single Container Single Service, thus granting
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high granularity, horizontal scaling, and easy deployment. We identify as OCE-DNS the

architecture composed of the RR database microservice and the RR database microservice.

Figure 6.4: OCE-DNS architecture

Figure 6.4 depicts also the interaction between the DNS server, the RR database and third

party clients. Basically, the DNS server can be queried by any external node that wants to

resolve a domain name, a client can be the final user or other MELs. In any case, The DNS

server will read the proper RR data in the database anyway. The update keys API are thought

to be used only by the interested MEL, or by a MEL orchestrator, this depends on the installed

Osmotic Infrastructure.

6.4.4 RR Types

The information that a DNS server can provide is varied and is classified according to the

type of RR stored in the DNS server database.

In particular, to save all the information about the real positioning of an Osmotic node

and the run position of a MEL, we intend to use the following RR types:

1. A record: to associate the IP address of the Edge node serving the data area to an EPC

domain name;

2. PTR record: to enable reverse DNS, then to get from the IP address to the domain name;
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3. SRV record: to indicate on which door the MEL we intend to contact is exposed;

4. TXT record: to associate the MAC address of the physical device installed in the area

identified by the EPC to an EPC domain name, if it exists.

6.5 Implementation

In this section, after a brief discussion of possible enabling technologies, we discuss the

OCE-DNS prototype implementation.

6.5.1 Enabling Technologies

Starting from the architecture proposed in section 6.4, we need to identify the enabling

technologies required for the installation of a database for the RR, and for the DNS server

capable to satisfy the OCE-DNS queries coming from the clients using the data stored in the

RR database. The RR database we intend to use is based on a Etcd 1 cluster. Etcd is a key-value

directory distributed storage. Etcd is deployed using a size variable replica master-slaves

cluster. The consistency in the cluster is granted using a Raft consensus, both for writing and

reading operations. Etcd allows, eventually authenticated, users, to read, write and watch

new and already existing keys, through the use of gRPC or HTTP API. In our case, we are

going to use the EPC as keys, and the values as the data of the RR.

The DNS server we intend to use in collaboration with the Etcd Cluster is the CoreDNS

server. CoreDNS is an open-source DNS server based on the concept of plugin chains.

Basically, it works like a simple DNS server that can serve RR records written in a generic

data storage, as a file, or to an external DNS or a key-value data store like Etcd. CoreDNS

works by defining several zones, each zone can be served using different plugin chains.

Plugins can offer several services that allow them to generate a response, and communicate

with other services or information useful for the next plugin in the chain. CoreDNS can be

easily integrated with the Etcd cluster using the proper plugin, thus all the queries sent to

the CoreDNS can be solved inside the Etcd cluster by the use of the Etcd connector plugin.

CoreDNS can use the Domain Name System Security Extensions (DNSSEC) to implement

network security functionalities. In our architecture, this could ensure that updates arrive

only from trusted MELs.

1https://etcd.io
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6.5.2 OCE-DNS Infrastructure Deploy

Starting from the architecture shown in Figure 6.4, we can personalize it to include the

proposed enabling technologies in section 6.5.1. The result is shown in Figure 6.5, where we

replaced the DNS server with the CoreDNS component, and the generic RR database server

with a two-node Etcd cluster, finally APIs used to interact with the RR database have been

replaced with the Etcd native gRPC and REST APIs.

Figure 6.5: OCE-DNS infrastructure

All the components shown in Figure 6.5 are packaged inside Docker containers according

to the design choices. We run a two-node Etcd cluster. This configuration is not resistant

to any failure in the cluster, but it allows the splitting of the traffic between the two nodes.

Such a configuration reduces the latency during the raft consensus since there are few nodes

to synchronize. In the section 6.6 we will compare the behavior of the cluster in terms of

performance, changing the size of the cluster.

Any node of the Etcd Cluster can be queried by passing through the default TCP port

2379, in our configuration only the CoreDNS server needs to query the Etcd Cluster so we

can bind the communication to the local network.

6.5.3 RR Keys structure

The key-value couples in the Etcd cluster act as the Record Resource of the DNS server, in

particular, every key is read by CoreDNS as a domain name, and the JSON formatted body

contains all the information that allows generating the relative RR entries, like A records,
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PTR records and SRV records.

Etcd adopts a flat key storage system starting from version 3 of the API, this means that

the division into the path of the keys is purely logical and there is no physical connection

between a key and its apparent father key, this happens because the concept of directory key

has been removed. This approach has been adopted to improve system performance, but

requires greater care in saving keys, as it could create collisions when CoreDNS accesses the

keys. The main constraint that derives from this structure in key management is that it is not

possible to store two keys where one is completely contained in the other, in fact, CoreDNS

would return the values of the requested key and all those that contained it. These conditions

are the key structure used to store the RR records in the Etcd cluster explained below.

Keys for SRV and A Records SRV and A RR are used to associate to a given domain the

port number where the service is exposed and the IP of the host is pointed by the given

domain. This information is strictly related since if MEL is migrating, it should update

the IP address of the host where it is going to run, and the port where MEL is listening

that could change during the migration. Etcd allows storing these two pieces of infor-

mation in the same key. The key, in this case, is the domain name we want to associate

with the MEL running on the Osmotic Node. The key structure uses the following pattern:

/Osmotic/⟨ClassOfTheService|NumberOfService⟩/⟨EPC⟩, where

• EPC is the Extended Plus Code that gives the workspace of the MEL;

• ClassOfTheService indicates the kind of the service that is running, it is used to classify

and distinguish the service that is covering the same workspace;

• NumberOfService is used to enumerate the services of the same class that is working

in the same context;

• Osmotic is the root domain base.

The JSON value of this key must contain the host field and the port field. The host

field will be read by CoreDNS when it will receive a type A DNS query for the domain

EPC.ClassOfTheService|NumberOfService.osmotic; the port field instead, will be read when

the CoreDNS receives an SRV DNS query for the same domain.

Keys for PTR Records PTR records become very useful to reverse an IP address to a given

domain name. This information could be used to get the services that are running in a
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given host. For this kind of records, the keys must use the following pattern: /ocedns/arpa/in-

addr/⟨first ip block⟩/⟨second ip block⟩/⟨third ip block⟩/⟨fourth ip block⟩. The JSON value of this key

must contain the host field with the domain name as the value.

Keys for TXT Records TXT record is a trick used to store the MAC address of the device that

is physically installed in the area we are pointing to with the EPC in the given domain name.

CoreDNS can serve as TXT RR any key under the root key where the value is a JSON with the

text field fully filled. Unfortunately, we cannot store the same key information for SRV, A, and

TXT records, because CoreDNS is not able to manage all the information together yet, so we

need to use a second key pattern as follows: /osmotic/mac/ClassOfTheService|NumberOfService/EPC.

We want to remark that is not possible to put the mac special keyword as the last element in

the key, since all the other keys will become fully included in this key, creating conflict.

6.5.4 CoreDNS configuration

CoreDNS can be configured to serve multiple zones, i.e. domains. In our case, we have to

configure the .osmotic zone and the 0.0.0.0/0 zone. The first zone is for resolving all domains

ending in .osmotic, the second is for resolving reverse DNS PTR queries. Currently, we set

that all the IP addresses must be searched within Etcd, but if we already knew that Osmotic

nodes belong to a given subnet we could configure the Reverse DNS in a more precise way.

Both zones can follow the same CoreDNS plugin chain, of which the most important is

the Etcd plugin. The latter requests input the URLs of the Etcd cluster nodes to query the

DNS record search. In the plugin chain, we deliberately avoid the use of the cache plugin,

as suggested by the CoreDNS template configuration. This allows us not consider the TTL

value in the RR database, forcing the CoreDNS to check every time the value of a DNS record

in the Etcd cluster. The example configuration is shown in the code 6.1.

1 osmotic 0 . 0 . 0 . 0 / 0 {

2 etcd {

3 path /ocedns

4 endpoint

5 HTTP: //node1 . myetcd : 2 3 7 9 ,

6 HTTP: //node2 . myetcd : 2 3 7 9 ,

7 }

8 }

Listing 6.1: CoreDNS plugin chain
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6.6 Performance Evaluation

OCE-DNS provides a dynamic system that allows updating RR entries on the Etcd cluster.

Specifically, MELs use Etcd APIs to logically remap them into OCE-DNS. This mechanism

has been designed to enable the transparent migration of MELs.

In this Section, we analyze the performance of the Etcd cluster on which our OCE-DNS is

based. In particular, we will analyze the Average Time to Respond (TTR) value of a Read or

Write request sent by the MELs. Experiments were performed considering different Osmotic

Computing clusters: cluster 1 including two nodes and cluster 2 including five nodes. Cluster

1 is not capable of resisting the failure of one node, whereas Cluster 2 can tolerate failures of

up to two nodes. In the end, all the EPC contained in the requests are 21 digits long (15 for the

Plus Code, 6 for the height). This value is the worst realistic case since we are considering the

maximum length for the Plus Code part and the maximum altitude equal to 9999,99 meters.

6.6.1 Testbed Setup

Our testbed setup has been chosen to fit different possible environments where Contin-

uum is involved. As shown in Figure 6.6, we use the c parameter to set the number of clients

and the r parameter to set the number of requests for each client. The s parameter is the size

of the Etcd cluster that we already said equal is to two or five.

The parameter c can take the following values: 10, 100, 1.000. Of course, a reader client

could be any host querying the DNS server, for example, to resolve the domain name of a

MEL, instead, a writer client can be only a MEL that is authorized to directly update its DNS

record.

Let’s imagine that each client uses one MEL. In this case, each value of c represents

a specific Osmotic environment. The smallest environment with only 10 MELs could be

a basic environmental safety analyzer for a small street that only checks whether certain

environmental parameters such as temperature or air quality reach dangerous values. The

average environment with 100 MEL could cover an area larger than a street, such as a square,

in this case, we might want to be interested in inspecting other important factors such as

the aforementioned camera controls, in this scenario the analyzer service video could be run

in parallel and then distributed across several MELs. In the end, the largest environment

with 1000 MELs could be located in a park, where it is necessary to monitor environmental

parameters, to control the entire area with several smart cameras and related services, and

many web services implemented to offer specific services to visitors.
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The r parameter can take also the values 10, 100, and 1000 per node request. The number

of requests per node represents the dynamism of the environment, which could change

over time, depending on the nature of the environment. For example, the square Osmotic

Environment could be more stressed during the night when people are hanging around,

instead, the park Osmotic Environment could reach the highest traffic value during the day

of the weekend.

The lightest configuration includes 10 MELs each one sending 10 requests, for a total of

100 requests, whereas, the heaviest configuration includes 1000 clients each one sending 1000

requests, for a total of 1.000.000 requests. As we see in Figure 6.6, each of the c clients has

Figure 6.6: OCE-DNS experiment setup

a different requests list and in the list, all the requests belong to the same type of operation

(writing or reading). The Clients pop a request from their own list one by one, sequentially as

soon as the previous request has received a response. Clients are not synchronized between

them instead, for this reason, the Etcd cluster could receive at most c parallel requests at the

same time.

In the tests, we carried on we separated the writing requests from the read requests,

and we compared the behavior of cluster 1 and cluster 2, varying the kind of operation, the
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number of the clients c, and the number of requests for the client r.

Figures 6.7, 6.8, 6.9 show the average TTR related to read/write tasks obtained in clusters

1 and 2, respectively considering 10, 100, and 1000 MELs requests. The Etcd Cluster nodes

were deployed inside Docker containers running in different VMs instantiated in the same

region of the OpenStack environment. Their characteristics are summarized in table 6.1.

Parameter Values
CPU 3.1 GHz Intel Xeon 4 cores
RAM 4GB

Disk
50GB, r: 3.0 GB/s, w:220
MB/s

OS Debian 10

Table 6.1: OCE-DNS testbed setup

(a) 10 read per MEL (b) 10 write per MEL

Figure 6.7: 10 DNS requests per MEL

(a) 100 read per MEL. (b) 100 write per MEL.

Figure 6.8: 100 DNS requests per MEL
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(a) 1000 DNS read per MEL. (b) 1000 DNS write per MEL

Figure 6.9: 1000 DNS requests per MEL.

From our experiments, we can observe that regardless of the type of operation sent to

the Etcd cluster, an osmotic environment including a small number of nodes is capable of

responding in a shorter average time than a cluster arranged considering a greater number

of nodes.

In all the histograms, especially in the ones shown in Figures 6.7b, 6.8b and 6.9b where

only write operations are considered, we can observe how the delta between the average

TTR of cluster 1 and 2 increases augmenting the size of the Osmotic environment and thus

the number of requests per time, that arrive in the cluster. This behavior is more evident in

the Osmotic environment composed of 100 MELs, in fact, cluster 2 performances, with 1000

MELs inside and with the maximum number of requests per MEL, are slightly worse than

cluster 1 in the biggest osmotic environments. In Figures 6.7a, 6.8a and 6.9a, where only read

requests are sent to the clusters, the delta between the average TTR of cluster 1 and 2 is less

evident, in particular with 10 or 100 MELs in the osmotic environment the performances are

very similar. The reasons that justify the difference in behavior in the Etcd cluster during

the write and read tasks are closely related to the hardware characteristics of nodes. Etcd

uses a rafting algorithm both during the reading and writing operations. When a read is

performed on a node then, the read value is compared with the read value in the other nodes,

and the read value that reaches the consensus quorum is sent to the client. During a write

request, on the other hand, a positive response from the server is obtained only after the

quorum of the nodes has committed the write itself. But, as reported in table 6.1 The hard disk

mounted in VMs guarantees performance around 10 times better for reads than for writes

operations. This means that in the most stressful environments, the requests tend to overlap

more, increasing disk usage and degrading overall cluster performance. In smaller clusters

the consensus is composed of fewer nodes, thus the requests can be satisfied better, stressing

lower the cluster, finally granting good performances. Read operations, finally, are consumed
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very fast, avoiding any overlap and allowing the system to reply faster to any situation.

6.6.2 Discussion

Conducted experiments allowed us to make a series of important considerations on the

behavior of OCE-DNS. Going into the specifics of cluster response times, write operations,

in the worst case, are performed in 0.14 seconds. This value is added to the time needed to

complete a MEL migration. As we discussed in Section 6.2, the currently available solution of

MDNS usually takes 10 seconds to propagate the resource migration information. The latter

includes the migration time of the data used by the MEL and the initialization of the new

MEL in the destination node. The OCE-DNS overhead that we have to consider during a

MEL migration is therefore minimal and does not significantly affect the execution time of

the migration itself. The maximum TTR value recorded allows understanding also which

is the maximum rate that the system can withstand, in this case, one migration every 0.15

seconds. Several works demonstrated that on average a container bootup in a few seconds

[129], [130] the TTR we measured in our system negligible compared to this value, therefore,

makes the OCE-DNS suitable for such environments.

The reading times in an Etcd cluster, on the other hand, allowed us to understand how

expensive the resolution of the name of a MEL with its real address is. In the worst-case

scenario, considering the heaviest test with 1000 MELs and 1000 requests for each MEL, the

average response time remained below 0.09 seconds. Also, in this case, the value obtained

is an excellent value since a generic interaction via the network is concluded with a time

that is around the order of a second, therefore, the address resolution time takes up only

1/100 of the time of the entire communication. In the end, these values have been calculated

considering the heaviest data transmission case with the longest available domains, thus we

obtained results that describe time delays that we do not expect to overcome in a real use

case.

Another interesting parameter concerns the comparability of performance between an

Etcd clusters 1 and 2. Although the second one degrades the performance of the entire OCE-

DNS system, the average response times remain comparable to cluster 1. However, the fault

tolerance offered by cluster 2 makes a higher latency acceptable. Thanks to the consensus

protocol adopted by Etcd in fact, cluster 2 would remain functional and available for the

osmotic infrastructure even if two nodes become unreachable for some reason. Instead of

considering cluster 1, on the other hand, the entire operation of Etcd would be unavailable

as long as one of the two nodes becomes unavailable. Therefore, we can assert that the Etcd
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infrastructure on the basis of OCE-DNS is solid and performing enough to be used in an

osmotic computing environment.

6.7 Conclusion

In this Chapter, we deal with several issues related to Continuum. The first one is the

service naming, which is the ability to identify a service in a local or public network. The

second one is identifying the geographical context where a service operates. The third issue

is hiding a service migration over the Continuum infrastructure to clients. We applied the

Osmotic Computing paradigm to address this issue, but we extended it to include a powerful

DNS called OCE-DNS used to discover and list services using their position as key. Our

geocoding algorithm, called EPC, is built on Google’s Open Location Code. It can identify

any three-dimensional and variable-sized space in the world quickly and easily. The EPC

was used for identifying the geographical workspaces in which the MELs provide services.

Furthermore, the EPC has been manipulated to be used as domain names, served by the OCE-

DNS infrastructure, which allowed us to enable the MELs naming and provide new inputs to

the OOE to define intelligent migration rules. We built the OCE-DNS infrastructure, a DNS

system able to serve the EPC as names for the MELs. Using a very performing architecture,

we achieved quick DNS reading and updates in order to manage the transparent Osmotic

MEL migration.



CHAPTER 7

Orchestrating Applications in the Continuum

Computing at the Continuum implicitly includes the concept of migration, that is the

ability to move a computation from one infrastructure to another one that is more suitable

for that service at that moment to guarantee the continuity of service or a good QoS. We have

seen that this can be achieved using an orchestrator like Kubernetes, but in some constrained

and or huge environments, this kind of system could fail. This chapter proposes Tolerancer,

a micro-orchestrator composed of distributed components that continuously interact in a

peer-to-peer fashion aiming at detecting stress situations or node failures. Then, it makes

decisions to avoid or solve any potential system failures. The performance evaluation of

Tolerance, using a real testbed, shows that it can efficiently ensure the needed level of fault

tolerance.

7.1 Introduction

A typical continuum scenario is industrial manufacturing; in this kind of competitive

environment, manufacturers need to enhance their infrastructure to increase revenue. Thus,

they adopted the cloud manufacturing model as it offers an encapsulated variety of man-

ufacturing resources as services to meet customers’ demands with lower costs and better

performance. However, cloud manufacturing, in its classical architecture, has some limita-

tions. The architecture of the cloud is of a centralized fashion that assumes stable connectivity

to offer convenient services. But uninterrupted connection cannot be guaranteed. At the

113
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same time, the Industrial Internet of Things (IIoT) applications must work even when the

connection is temporarily unavailable or under degraded conditions. In addition, cloud

computing assumes that there is enough bandwidth to transfer data between the physical

location of the manufacturers’ devices and the cloud data centers, which is also not guaran-

teed. Moreover, transferring massive data results in network bottlenecks and leads to latency

issues for applications [131], and this may cause a deterioration in computing performance.

Such limitations in the cloud layer may result in system failures. Thus, the manufacturers

utilize the edge computing model to complement the cloud by decentralizing the computing

and storage resources and moving them closer to the plants and factories, aiming to improve

service quality.

However, systems may also fail at the edge layer, mainly due to the low scalability

and limited resource capacity at this layer [132]. What makes providing reliable and fault-

tolerant services in manufacturing environments more complex is the relationships among

manufacturers. The manufacturers need different types of services as the life cycle of their

product development comprises different stages. The products’ dynamic, complex, and long

life-cycle processes may result in service failure [133]. Thus, there is a need to manage the

failure that may occur to cloud services offered to the manufacturing and industrial sectors.

Without proper fault tolerance approaches, multiple manufacturing services will fail to lead

to great losses.

This chapter aims to investigate service failure and overloading in cloud-edge continuum

environments, using the manufacturing a use case where the continuity of computing is

critical. More precisely, this work is trying to answer the following research questions:

(1) How to design a robust fault tolerance approach to avoid and/or deal with any

possible failure in the nodes that host IIoT applications?

(2) How can a hybrid (Proactive/Reactive) fault tolerance approach be designed in edge-

cloud manufacturing environments?

7.2 Related work

This section presents the related works. Most existing fault-tolerance approaches can be

classified into two categories: proactive approaches to avoid the expense of system fault by

predicting it in advance and reacting accordingly, and reactive approaches to handle the

system’s fault after it happens by utilizing adequate techniques. However, the literature

includes a few hybrid approaches.
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There are several related existing proactive approaches. In [134], the authors proposed

a proactive fault tolerance approach to prevent system faults within the federated cloud

environment. The environment is modeled as a multi-objective optimization problem that

maximizes the profit and minimizes the VMs migration cost. The approach can re-distribute

VM from faulty providers to non-faulty ones within the federation. However, this work

considered applications that are served by VMs at the cloud layer and did not consider

the features of the edge nodes. In [135], the authors proposed a fault-tolerant approach to

maintain system availability. The approach includes the following components: fault manager,

controller, and load balancer which work together to ensure a fault-tolerant environment

via redundancy, optimized selection, and checkpointing. The work in [136] presented an

approach that models the temperature of the CPUs in a virtualized cluster to expect a potential

failure in a specific physical machine (PM), and, accordingly, migrates VMs from the detected

PM to be hosted on another PM. The selection of the new PM is represented and solved as

an optimization problem. However, this work targeted VMs in the cloud environment, not

containers at the edge. In [137], the authors proposed a fault-tolerant approach to work in

the fog layer. The approach utilizes the checkpointing technique, and at the same time, it

applies load balancing based on Bayesian classification to consider the energy efficiency of

the fog devices. However, the approach was not evaluated in a real testbed. The work in [138]

presented a preemptive migration prediction model, called PreGAN, to detect and classify

faults in edge computing environments. PreGAN can migrate services from one node to

another based on the features of the potential detected failure.

On the other hand, there are related reactive approaches. In [139], the authors presented

a two-stage fault tolerance approach (off-line and online) to improve the reliability of the

manufacturing network. The off-line stage ranks the manufacturing services according to their

importance in fault tolerance, then the critical services are replicated. While the online stage

performs a heuristic algorithm for replacing the failed services. The work in [140] presented

a three-layer approach to solving the problem of system failure in cloud-edge environments.

The three layers (Application Isolation, Data Transport, and Multi-cluster Management) work

together to re-schedule failed processes on other available nodes. In [141], a fault-tolerant

approach for recovering the failed IoT edge applications is presented. It manages and re-

configures container-based IoT software in a reliable way upon software failure detection.

However, the authors stated that the approach is unsuitable for low-powered devices. The

authors in [142] leveraged both Primary-Backup (PB) fault-tolerant and Deep-Q-learning-

Network (DQN) techniques to ensure safe execution for the edge services. However, the
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approach was not evaluated in a real environment.

There are also a few hybrid approaches, combining both reactive and proactive ap-

proaches. In [143], the authors presented a hybrid model to take fault tolerance actions:

proactive actions after predicting the failure probability, and reactive actions that employ

replication and checkpointing techniques. The work in [144] presented a fault-tolerance

approach that utilizes two directions: the first is performing a VM migration based on a

failure prediction technique, and the second is by doing VM checkpointing.

To our knowledge, our work is the first to present a hybrid fault tolerance approach in

cloud manufacturing environment.

7.3 System model

The system model targets the hierarchical edge-cloud continuum computing architecture

(Manufacturing Environment) to prevent and/or manage the potential system failures in

such environments. The system is divided into three different layers: Manufacturing layer,

Edge layer, and Cloud layer, as shown in Figure 7.1, and it includes NT heterogeneous nodes

that are prone to failure, which are distributed on the edge (NE) and the cloud (NC) layers,

such that NT = NE + NC.

As many manufacturers prefer to process their data on-site (mainly for security reasons),

this work investigates system failure in the edge layer. The nodes at the edge layer NE can

host VMs and/or containers. Containers offer a lightweight, portable, and high-performance

virtual entity compared to VMs. In addition, the size of container images is smaller than VM

images. This is better to be adopted in the constrained devices at the edge layer and also

makes applications launch faster than VM-based applications [145, 146].

The manufacturing environment is heterogeneous. It includes many edge devices, in-

stalled at different times, with different configurations and operating systems. More devices

could be added and integrated into the system anytime. Some systems adopt a single-master

multi-workers architecture to maintain load balancing and high availability. Such systems

are easier to manage compared to full peer-to-peer systems. But at the same time, as their

management depends on a single master node, they come with a major issue: the potential

single point of failure and, consequently, a high failure rate.

Tolerancer approach, which works within the manufacturing environment, aims at

avoiding any probable single point of failure. To do so, each node in the system model has the

same role in monitoring and taking fault tolerance actions. Following this fully distributed
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Figure 7.1: Tolerancer system model

peer-to-peer architecture, where each node i ∈ NE is connected with the other nodes, we

designed an approach that can be hosted and run on all edge devices. The approach’s

components are light entities, so the nodes with low and medium computational capabilities

(edge nodes) can host them.

Regardless of the device’s type, capabilities, configuration, or operating system, Tolerancer

can be run on it if the device can run Dockers. Docker, and any general full container-based

approach, is a perfect option to be considered in the targeted environment because Docker can

encapsulate the system components and run on different hardware and operating systems.

Containerization helps hide such differences, automatically fetching and deploying containers

on the nodes. A federation is created by connecting each device with the other devices at

the edge layer. The federation’s members are the edge devices that can be configured at the

federation bootstrap or at the run-time. When the federation is ready, the containers hosted

on the edge devices are monitored, and the statuses of the devices are observed. Each member

in the federation is responsible for the management of itself (no master node to be recognized

in the federation). The member is also responsible for communicating and exchanging data

with the other members in the federation. This way, we can avoid the single (or n-points)

point of failure situations. The events that Tolerancer can monitor include (1) high resource

stressing (overloaded), (2) service down, and (3) device off.

The IIoT applications or services are deployed as Docker containers. The Tolerancer tries
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to keep these services available anytime. When one or more of the previous events occur,

Tolerancer triggers fault tolerance actions by involving the related or the other peers in

the federation. These actions could be Proactive and/or Reactive actions The Tolerancer

approach comprises three light key units: Middleware Unit (MidU), Monitoring Unit (MonU),

and Planning Unit (PlaU). Each node i ∈ NE hosts these units which are collaborating with

each other to avoid system failures and resolve them upon the failure detection. In other

words, it is a proactive/reactive approach. The Tolerancer monitors the system periodically

according to a predefined cycle, and the cycle interval is variable so it can be tuned based on

the system status. The units are described as follows (Refer to Figure 7.2):

MonU PlaU

MidU

MonU PlaU

MidU

MonU PlaU

MidU

MonU PlaU

MidU

MonU PlaU

MidU

MonU PlaU

MidU

NE1

NE2 NE3

NE4

NE5NEn

Figure 7.2: Tolerancer node connections

7.3.1 Middleware Unit (MidU)

This unit is composed of two components: the MESSAGE-BROKER and the SHARED-

MEMORY. Both components are deployed in cluster mode where each edge device runs a

single instance of both components.
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• MESSAGE-BROKER: It is used to exchange messages between the nodes at the edge

layer. To exchange information, each node employs its own MESSAGE-BROKER to

send messages to the other peers. It is needed to guarantee that the system works

properly.

• SHARED-MEMORY: This component is used to store all the information generated

by the federation, and to make it accessed by all nodes ∈ NE. SHARED-MEMORY

stores information about the federation in general and about the nodes themselves. For

example, the number of edge nodes and devices, their IDs, their health information, the

running containers they host, and their migration processes.

All this information is generated and used by the Monitoring Unit’s components.

7.3.2 Monitoring Unit (MonU)

The main functions of this unit are collecting data about system status and analyzing the

collected data. To achieve these functions, MonU includes components that allow logging

and monitor the services running on the edge nodes. The components are LOGGER and

ANALYZER.

• LOGGER: it logs the status of the system and put the information into a written record

periodically, based on a predefined interval. LOGGER records the following: (1) CPU

usage, (2) Memory usage, (3) container status (running or failed) which is a SW-related

failure that depends on the application itself, and (4) the device status (on or off) which

is a HW-related failure.

All the data is stored in the SHARED-MEMORY component to be available to all nodes

in the federation.

• ANALYZER: It analyzes the data stored in the SHARED-MEMORY collected by LOG-

GER. ANALYZER checks the data related to each peer individually, and also the whole

system status. When ANALYZER notices any cautionary data that may result in system

failure, it alerts the PlaU to take action (proactive/reactive reaction). The cautionary

situation can result in the following cases:

- Case 1: over-utilized CPU and/or memory.

- Case 2: container with a failed state.

- Case 3: device with an off state.
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7.3.3 Planning Unit (PlaU)

PlaU uses the analysis resulting from MonU (The resulting three cases), and, accordingly,

performs fault tolerance action(s). Case 1 necessitates a proactive action to maintain reliability

and avoid potential failure, while Case 2 and Case 3 necessitate a reactive action as the failure

already happened. PlaU includes two components they are SCHEDULER and MIGRATOR.

• SCHEDULER: It is responsible for specifying the following operations when migration

is needed: the service(s) to be migrated, the source device(s) that hosts the service(s),

and the destination device(s) to host the migrated service(s).

The SCHEDULER uses the data stored in the SHARED-MEMORY to take the decisions.

It can employ different scheduling algorithms like Round Robin or even more complex

ones.

• MIGRATOR: It receives three parameters as input: The IDs of the source devices, the

IDs of the destination devices, and a list of services to be migrated. The MIGRATORs on

the source and destination devices collaborate with each other to perform the migration

process. After migration, the services run on the destination node and are removed from

the source node. If the migration process does not perform correctly, the MONITOR

can notice this in the next monitoring cycle to find a new destination. The new system

status is stored in the SHARED-MEMORY components of all nodes, so the nodes in the

system will be aware of what is the status resulted after the migration process.

7.3.4 Tolerancer description

This section describes the communication and the main processes involved in Tolerancer

using some high-level pseudo-codes.

Communication

Communication inside the Tolerancer system is done using a special distributed Message

Oriented Middleware (MoM). This MoM is implemented using RabbitMQ, a very popular

open-source project that in turn, implements the Advanced Message Queuing Protocol

(AMQP). The AMQP is similar to a Publish/Subscribe protocol, where producers push

messages in a queue distinguished by a key called “Topic", and consumers connected to

the same queue read them. AMQP adds a fourth element called "Exchange" which, in a

nutshell, ensures that every message arrives at the destination, finally guaranteeing a high
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QoS. These characteristics ensure stable communication among the Tolerancer ’s nodes and

good reliability for the entire system.

Processes

The main processes in Tolerancer are Logging, Analyzing, Scheduling, and Migration.

The LOGGER works as described in Algorithm 1. It reads information from the nodes of

the system, aiming at maintaining a stable and balanced cluster. The algorithm takes a specific

node as an input and outputs a stored and shared status about that node. The algorithm is

activated for all nodes periodically based on a predefined period. The information is collected

using an API as described in line 3, and then, in line 4 this information is stored in the

SHARED-MEMORY together with the current timestamp.

Algorithm 1: The LOGGER Algorithm.
Input: The ID of the node Nid
Output: The node’s status information

1 Begin
2 While True
3 x ← get_system_in f o()
4 SHARED_MEMORY.store_node_in f o(Nid, x, get_current_timestamp())
5 End

The ANALYZER works in two phases. The first phase is described in Algorithm 2. Block 2-

15 shows that the algorithm works over all nodes in the federation. For each node, it tries to get

exclusive access using the distributed semaphore that is managed by the SHARED-MEMORY.

Then, the SHARED-MEMORY gives the status information recorded by the LOGGER of the

same node to the ANALYZER. The ANALYZER in step 8 examines the collected information

to understand if the node is working or not. If the node is not working, The ANALYZER

updates the node’s status to FAILED in step 9. The algorithm is also considering the case

when the node is working but the LOGGER is not updating the node’s information for a

while. In such a case, the ANALYZER will try to contact the node, and if no response, it will

set its status as FAILED in step 12.

The second phase is described in Algorithm 3. The ANALYZER obtains a list of the failed

nodes in the federation from the SHARED-MEMORY in step 3. For each of the failed nodes,

the algorithm in step 6 tries to access the node’s information using the shared semaphore,

and in step 7, it gets the list of the container(s) hosted on the failed node.Then, in blocks 8-14,

the algorithm reschedules each container to be hosted on a healthy node based on a specific

scheduling algorithm. In this work, we randomly pick the new destination host among the
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Algorithm 2: Analyzer Algorithm Part 1.
Input: Set NE of the nodes in the federation.
Output: Analyzed system status, the updated nodes’ status

1 Begin
2 ForEach Nodei ∈ NE
3 try:
4 SHARED_MEMORY.acquire_node_semaphore(Nodei)
5 curr_time← get_current_timestamp()
6 state← SHARED_MEMORY.get_node_in f o(Nodei)
7 validate_state← is_healthy(state)
8 If validate_state = False
9 SHARED_MEMORY.set_node_state(Nodei, ”FAILED”, curr_time)

10 Else If state.timestamp + INTERVAL_CHECK < curr_time
11 If try_contact(node) = False
12 SHARED_MEMORY.set_node_state(Nodei, ”FAILED”, curr_time)

13 catch:
14 continue ▷ If the semaphore is held by other nodes, simply skip
15 end
16 End

healthy nodes (step 11). The migration is done through the MIGRATOR API as it initializes a

transaction for accepting the new container, as described in the Figure 7.3. The Scheduling

process is repeated in blocks 9-13 until no more containers are to be rescheduled.

Algorithm 3: Analyzer Algorithm Part 2.
Input: Set NE of the nodes in the federation.
Output: Analyzed system status, the updated nodes’ status

1 Begin
2 While True
3 f ailed_nodes← get_ f ailed_nodes
4 ForEach Nodei ∈ f ailed_nodes
5 try:
6 SHARED_MEMORY.acquire_node_semaphore(Nodei)
7 containers← SHARED_MEMORY.get_containers_in_node(Nodei)
8 ForEach container ∈ containers
9 Repeat

10 ▷ SCHEDULER process that randomly picks a healthy node for hosting the
container

11 destination_node← random_choice(Nodes− f ailed_nodes)
12 success← MIGRATOR.send_request(Nodei, destination_node, container)
13 Until success = False;
14 catch:
15 continue ▷ If the semaphore is held by other nodes, simply skip
16 end
17 End

The MIGRATOR described in Algorithm 4 is composed of two functions: send_request

and receive_request.

The send_request function is invoked by the ANALYZER and used to ask the destination

node (destination_node) to host the container that was previously hosted in a failed source

node (src_node). This function needs to use the MESSAGE-BROKER’s APIs to send a migra-
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tion request to the message queue of the destination_node under the topic /migration_request,

as shown in step 3. There is an identifier for each migration request, we refer to it as migration

ID, and it is generated in Step 3. Then, in step 4, the function will use it through the Message

Broker’s APIs to wait for the request’s response. If the request receives a SUCCESS response,

it means that the container is hosted in the destination_node. After that, in step 6, the function

updates the SHARED-MEMORY with the new host of the container.

The receive_request function receives the requests. In step 9, the function waits for an

incoming migration request message in its queue under the topic /migration_request. When

the message arrives, the function gets the faulty src_node, the container ID hosted on it,

and the migration ID. In step 10, the function uses the SHARED-MEMORY for getting

all information about the container (i.e., the configuration), then it uses this information

for verifying that the container is compatible with the node. If the container is reported

as compatible, the function extracts the command needed for running the container and

executes it in line 13. When it finishes, it sends a success message to the src_node message

queue under the /migration_request topic using the migration identifier as a parameter. The

Algorithm 4: Migrator Algorithm
Input: Set NE of the nodes in the federation.
Output: New container-to-host placement, The updated nodes’ status

1 Begin
2 Function send_request(src_node, destination_node, container): bool
3 migration_id←

MESSAGE_BROKER.publish(destination_node, ”/migration_request”, src_node, container)
4 response← wait MESSAGE_BROKER.listen(Nid, ”/migration_request/ < migration_id > ”)
5 If response = True
6 SHARED_MEMORY.update_container_map(src_node, destination_node, container)
7 Function receive_request(): bool
8 While True
9 src_node, container, migration_id←wait

MESSAGE_BROKER.listen(Nid, ”/migration_request”)
10 container_in f o ← SHARED_MEMORY.get_container_in f o(container)
11 If is_compatible(src_node, container)
12 run_command← container_in f o.run
13 execute_run(run_command)
14 MESSAGE_BROKER.publish(src_node, ”/migration_request/ < migration_id >

”, ”SUCCESS”)
15 End

message exchange process between a node that is analyzing another failed node and a node

that may host a new container is described in Figure 7.3.
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Figure 7.3: Tolerancer’s Migrator message exchange

7.4 Performance evaluation

This section evaluates Tolerancer ’s ability to recover the faults and move all services

deployed in the failed node to another node in the edge layer.
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7.4.1 Testbed and experiments

Our evaluation testbed is a cluster of nodes that represents the edge layer for a specific

manufacturer. We used five nodes: four Raspberry Pi4 and one Nvidia Jetson Nano. The

cluster information is summarized in Table 7.1. To evaluate the proposed approach, we

targeted an edge cluster, deployed services as containers, run the containers, caused a failure

in a specific node (or nodes) of the cluster by disconnecting it (or them) from the network,

and then examined Tolerancer ability to recover the faults. The examination is done by

monitoring the capability of the other active nodes to notice the failure and start moving all

containers hosted on the failed node to another healthy one. We performed three experiments.

We consider a different cluster in each experiment, as shown in Table 7.2. The cluster in

experiment 1 consists of 5 nodes, the cluster in experiment 2 consists of 4 nodes, and the

cluster in experiment 3 consists of 3 nodes. With every experiment, we run a different number

of containers (m), each container can run Nginx web servers, and then, we cause a failure

in one node. We considered the failed node hosts and run a different number of containers

as follows: 3, 30, 60, 90, and 120 containers. Then, we checked if the containers on the failed

node migrated to another healthy node. In addition, we calculated the time to detect the

failure and the time to restore all the containers hosted in the failed node.

Name Node CPU Memory

Edge1 Nvidia Jeston Nano
4-core (ARM v8)
64-bit SoC 2 GHz

4 GB

Edge2 Raspberry Pi 4
4-core (ARM v8)
64-bit SoC 1.5
GHz

4 GB

Edge3 Raspberry Pi 4
4-core (ARM v8)
64-bit SoC 1.5
GHz

4 GB

Edge4 Raspberry Pi 4
4-core (ARM v8)
64-bit SoC 1.5
GHz

8 GB

Edge5 Raspberry Pi 4
4-core (ARM v8)
64-bit SoC 1.5
GHz

8 GB

Table 7.1: Tolerancer Cluster’s nodes characteristics.

7.4.2 Result discussion

In this section, we discuss the performance evaluation of Tolerancer from the service

maintainability perspective.
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Cluster
size Edge1 Edge2 Edge3 Edge4 Edge5
5 nodes ✓ ✓ ✓ ✓ ✓
3 nodes ✓ ✓ ✓ ✗ ✓
3 nodes ✓ ✓ ✗ ✗ ✓

Table 7.2: Tolerancer Clusters configurations

(a) Time to restore in a 5-node cluster (b) Time to restore in a 4-node cluster

(c) Time to restore in a 3-node cluster

Figure 7.4: Time to restore in three different Tolerancer clusters

We set the timing to activate the interval value of the LOGGER equal to 5 seconds. Time

selection is crucial in meeting the objective of the approach’s design. If the interval period is

too short, it overloads the system performance by performing more actions (e.g., migration),

and if it is too long, the approach may not immediately respond to the faults (or to the

possible faults).

After deploying and running the services, we switched off one node in the three different

clusters. We noticed that all Tolerancer ’s components responded efficiently to such fault. A

node failure leads to the following actions:

• The LOGGER of the failed node stops writing the health status information of the failed

node,

• The ANALYZERs of the healthy nodes notice no information from the failed node, so
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Figure 7.5: Comparing the time to restore in three different Tolerancer clusters

they try to contact it. After the no-response, the healthy nodes mark the status of the off

node as failed.

• After detecting the failed node, the ANALYZERs of the healthy nodes get a list of the

containers hosted in the failed node from the SHARED-MEMORY.

• The SCHEDULERs of the healthy nodes are triggered by the ANALYZERs, and the

fastest of them reschedules the failed container to be hosted on a new node.

• The node that runs the scheduling process triggers the MIGRATOR of the destination

node to accept the incoming container.

• The MIGRATOR of the destination node accepts the incoming container, runs it and

updates the SHARED-MEMORY.

However, as most industrial applications are real-time applications, in each experiment,

we measured the time needed to rerun the containers after any system failure. In Figure

7.4, the blue bars represent the time needed to restore the failed containers in the cluster

with a fixed number of nodes. We can see that the time needed to restore the containers is

directly proportional to the number of containers. This is expected as the migration requests

are queued among all the remaining healthy nodes and hosted by the destination node(s)

individually. The time required to restore any container is calculated as in Equation 7.4.1:

TRestore = TDetect + TFcontainers +
TRerun

NHdevices
(7.4.1)
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where:

• TRestore is the time required to restore the failed container,

• TDetect is the time required to detect the failure,

• TFcontainer is the time required to find the failed container,

• TRerun is the time required to rerun all the failed containers,

• NHdevices is the number of healthy devices.

In the same figure, we can see the time needed to detect the failure, which is calculated as

in Equation 7.4.2:

TDetect = DetectFailureTS − FailureTS (7.4.2)

where:

• DetectFailureTS is the detected failure timestamp.

• FailureTS is the failure timestamp.

It is clear from the figure that the failure detection time (which is represented by orange

color) is quite less than the actual time needed to restore the services. The detection time

is a small part of the total time needed to restore service. In other words, the figure shows

that the longest period to restore the container is consumed by the scheduling and migration

operations of the PlaU, not by the logging and analysis operations in the MonU.

To understand the effects of the cluster size (i.e., the number of nodes in the cluster) on

the performance, refer to Figure 7.5. It compares the time required to restore the containers in

the three clusters presented in Figure 7.4. Each line describes a single cluster behavior. If we

ignore the network failures, we can conclude that the larger cluster performs better, as the

time needed to restore the services is less. The last part of Equation 7.4.1, TRerun
NHdevices

, props this

conclusion, as increasing the number of healthy nodes leads to a decrease in the value of this

part, and consequently, decrease TRestore.

Moreover, the figure also shows that as the number of failed containers increases, the gap

between the clusters increases. This is because increasing the number of migration requests

creates system congestion that leads to performance degradation.
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7.5 Conclusion

The Chapter presents a continuum micro orchestrator, called Tolerancer , to solve the

software and hardware-related failures and overloading in cloud edge-constrained environ-

ments. Tolerancer makes decisions to avoid or solve potential system faults. Experiments

on a real testbed show that the proposed approach provides on-the-fly automatic actions

to handle hardware and software-based failures. This version of the chapter includes the

performance evaluation of the reactive part of Tolerancer , while the performance evaluation

of the proactive part will be shown in an extended version.

We are currently working on expanding our approach to include more results by testing

larger clusters and trying different time intervals to find its effects on the system. More

constraint(s) could be considered (e.g., deadline of the running services). Besides, the nodes

at the cloud layer could be integrated with the nodes at the edge. In addition, managing other

failure types (such as security-related failures) is a future direction of this work.



CHAPTER 8

Use Cases of Computing at the Continuun

This chapter addresses possible use cases and scenarios where computing at the Contin-

uum becomes critical to solving old and new challenges in everyday life.

In section 8.1 We aim to use this OpenWolf to spread one of the most common workflows

for a Continuum typical scenario. In particular, we will consider a smart city security camera

system used for the image recognition of dangerous events as the scenario and a five-step

deep learning workflow to collect, retrain, infer, and show any notable event. This workflow

will be tested in different deployment configurations, and results will be discussed.

In Section 8.2, we focus on a Horizon Europe-funded project called TEMA, aims at

addressing Natural Disaster Management through the use of sophisticated Cloud-Edge Con-

tinuum infrastructures by means of data analysis algorithms wrapped in Serverless functions

deployed on a distributed infrastructure according to a Federated Learning scheduler that

constantly monitors the infrastructure in search of the best way to satisfy required QoS

constraints. In this section, we discuss the advantages of Serverless workflow and how they

can be used and monitored to natively trigger complex algorithm pipelines in the continuum

natively, dynamically placing and relocating them, taking into account incoming IoT data,

QoS constraints, and the current status of the continuum infrastructure. Therefore we pre-

sented the Urgent Function Enabler (UFE) platform, a fully distributed architecture able to

define, spread, and manage FaaS functions using local IOT data managed using the Fiware

ecosystem and a computing infrastructure composed of mobile and stable nodes.

130
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8.1 OpenWolf: Serverless Workflow Engine for AI on Continuum

This thesis work aimed to solve many problems related to Continuum Computing, propos-

ing innovative solutions for deploying and orchestrating software, keeping the infrastructure

secure, and responding to dynamic security constraints. To do that, we mainly used the

Osmotic Computing paradigm and, most of all OpenWolf, a tool designed by us to build

serverless workflows Continuum native. At this point, we have collected enough elements

to test our platform and research in real use cases and scenarios that can be tailored to the

continuum environment. Indeed, we are going to analyze a Deep Learning application for

image classification, typical in a Smart City scenario. We will consider five steps: (i) collection,

(ii) transformation, (iii) training, (iv) inference, and (v) plotting. Then, we will design an

OpenWolf’s manifest for this workflow and compare the performances deploying this both

in a full-edge, full-cloud, Continuum environment.

As we have seen in Chapter 5, this scenario is widely used for many reasons, like the

security surveillance of a public road or place or to monitor some environment parameters

used to foresee weather anomalous conditions.

8.1.1 Smart City Use Case

Smart Cities are a typical scenario for the Continuum use case. In fact, it is easy to find

the three Continuum layers (cloud, fog, and edge) over them. For instance, we could find

IoT sensors and small computing devices in private and public spaces, like cameras and

Raspberry Pi, for monitoring buildings, traffic, or environmental parameters. These data are

then typically processed in local data factories provided by private citizens, municipalities,

or research institutes, and often they trust private cloud providers like AWS or Azure, i.e., for

long-time storage or processing. This chapter will analyze a typical pipe for image processing.

Smart Cities rely on this algorithm to detect violent and dangerous situations, traffic rule

violations, or roadside surveillance applications.

In the following, we will test an image processing workflow composed of five states. Each

state represents a function, that is processed inside the workflow. Each state will be deployed

inside a Continuum tier according to the static scheduling rule defined in the Workflow

Manifest. According to the states’ descriptions:

Collect: exploits a camera stream for collecting environment images.

Transform: edits the images, cleaning and filtering noisy data. It can be run on any of the
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Continuum’s tiers.

Train: trains a Recurrent Neural Network (RNN) model used to analyze the collected

images.

Inference: predicts the input image’s label using the latest model produced by the Train

state.

Show: pushes the result of the inference over a web page.

The first problem we identify on the continuum, mostly when FaaS is implemented, is

having a good scheduler for deploying functions according to specific QoS (i.e., latency,

network bandwidth usage, resource performances). The second problem that relies on the

first one is where to put data. These typically are collected on the Edge, but they could be

partially computed on Edge or delivered to Cloud for massive analysis. QoS directly depends

on the service we provide in the Smart City. For example, road traffic monitoring could

require optimizing accuracy, whereas shotgun detection could require real-time analysis. Our

proposed solution aims to give the possibility to directly customize what and where data are

processed, trying to satisfy any kind of QoS, as we will see follow.

8.1.2 Design a Workflow using OpenWolf

Figure 8.1 shows the ideal and even the most common configuration for this kind of AI

workflow. Basically, the edge layer is used to collect and infer data, while the fog is in charge

of transforming and cleaning the data. Cloud tier is mostly demanded to train the inference

model and show the inference’s results. This workflow can be easily mapped in the Manifest

format required by OpenWolf, the result is shown in the listing 8.1.

1 name : ML Workflow

2 c a l l b a c k U r l : " ht tp : / / . . "

3 s t a t e s :

4 measure :

5 func t ion :

6 r e f : fn −measure

7 s t a r t : t rue

8 transform :

9 func t ion :

10 r e f : fn −transform
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Figure 8.1: AI Workflow on OpenWolf

11 t r a i n :

12 func t ion :

13 r e f : fn − t r a i n

14 i n f e r e n c e :

15 func t ion : fn − p r e d i c t

16 end : t rue

17 show :

18 func t ion :

19 r e f : fn −p l o t

20

21 f u n c t i o n s :

22 measure :

23 endpoint : " h t tps ://gw/ \

24 async −funct ion/measure "

25 conf ig :

26 r e s o l u t i o n : medium

27 [ . . . ]

28 workflow :

29 measure :

30 a c t i v a t i o n : True

31 t r a i n :

32 a c t i v a t i o n : measure

33 i n f e r e n c e :

34 a c t i v a t i o n : measure
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35 show :

36 a c t i v a t i o n : i n f e r e n c e

Listing 8.1: Workflow AI Manifest

8.1.3 Performances

We evaluated the workflow in three different environments. We considered three key

workflows’ moments: (i) training, (ii) data fetching, and (iii) data inference both in a full cloud,

full edge, and a continuum test bed. In the latter case, Cloud nodes were in charge of the

model training, whereas Edge nodes were focused on collecting and inferencing data. These

three functions have been encapsulated inside three different Openfaas functions. Based

on the well-known CIFAR-10 dataset, the algorithms we used were based on a 50 epochs

PyTorch training of a Recurrent Neural Network (RNN). The data training size is 130 MB,

instead, the data test size, used during the inference, is around 100 MB. As an Edge node,

we used a single Raspberry Pi 4, with an ARM64 operating system, 4 GB of RAM, and a 1.5

GHz quad-core processor. As a cloud node, we used a virtual machine with 16 GB of RAM, a

2.8 GHz quad-core processor, and an x64 operating system. Results are shown in Figure 8.2.

As we see and expect, the Edge node needed 400% of the Cloud performance for training,

and 120% for inferencing data, but the time to use local data is close to zero. On the other

hand, Cloud requires 45 seconds to transfer data from the Edge Object Storage to the local

storage. Moreover, the edge device does not require network usage, instead, Cloud will use

the WAN network for receiving the entire test dataset from the Edge Object Storage. Finally,

distributing the computation over the continuum environment allows the exploitation of

the Cloud training time and the Edge data locality, avoiding any massive network usage.

Unfortunately, as a direct consequence, the inference is done inside the Edge, but as shown in

Figure, the overall performance in the continuum is better than both the Edge and the Cloud.

8.1.4 Conclusion

In this brief Chapter, we used OpenWolf to deal with a typical continuum workflow in a

common scenario. We tested the platform considering a Smart City use case. In particular,

we built a classical Deep Learning workflow, encapsulated each workflow’s process inside a

function, and deployed them among a continuum environment composed of an Edge node
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Figure 8.2: Workflow AI performance comparison on Continuum

and a Cloud node. Using the OpenWolf features, we tested the workflow performances for

executing all the processes, and we compared the results considering a full-cloud, full-edge,

and optimized continuum environment. This simple example, allowed us to demonstrate

the validity of our solution to accomplish the continuum’s needs and use cases, indeed

with the good results obtained here, we can now explore in deep and in bigger contexts the

application of OpenWolf as a production solution to making the Cloud-Edge real continuum

environments.

8.2 TEMA: Event-Driven Serverless Workflows Platform for Natu-

ral Disaster Management

In recent years we have assisted in the rise of the Internet Of Things (IoT) as one of

the fastest-growing data sources. The IoT has been applied in many different fields, like

smart cities industries (Industry 4.0) and especially in environmental monitoring, with the

purpose of keeping under control different parameters, such as noise, air quality or in more

sophisticated infrastructures, the rise of some environmental disasters like fires, earthquakes

or floods (Natural Disaster Management, NDM).

Independently by the application use case, IoT infrastructures are just data collectors

and are not in charge of permanently storing, analyzing, and reacting to the data. When

those latter actions are critical or time-sensitive, we fall into the area of Urgent Computing,

which refers to using high-performance computing (HPC) resources to address critical and

time-sensitive problems requiring rapid response. These problems include urgent scientific
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research, emergency response planning, and real-time high-pressure decision-making.

The way to build HPC systems changed over the years, moving from adopting high-

performance cloud infrastructures towards using distributed cloud edge cooperative infras-

tructures called Cloud-Edge Continuum or just Continuum.

The characteristics of a continuum infrastructure perfectly fit the needs of many time-

critical scenarios, but, some challenging issues are still open, especially when applied to

dynamic use cases like environment monitoring.

The TEMA project is a Horizon Europe (HE) project that addresses NDM needs by

developing automated means for precise semantic area mapping and phenomenon evolution

predictions for NDM in (near-)real-time. Potential end-users are mainly Civil Protection

Agencies (CPAs), but also First Responders (FRs). To address this problem, TEMA proposes to

design and develop an efficient continuum platform able to: (i) Increase responsiveness/speed

of extreme data analysis algorithms; (ii) optimize the computation, dynamically migrating it

accordingly with the just collected data, the historical information and the Quality of Service

(QoS) needed; (iii) drive the computation considering the events that are measured by the

IoT infrastructure.

In this work, we want to present the preliminary work inside the TEMA project, proposing

a continuum native, event-driven workflow architecture based on the Function as a Service

(FaaS) paradigm. The goals of this architecture are the following:

• spreading functions at any continuum tier, letting the system use the best available

infrastructure to run an NDM workflow;

• monitoring and controlling the FaaS infrastructures in order to build an up-to-date

dataset from which to learn where to compute based on the expected QoS and the

forecast one;

• dynamically connecting functions on the continuum to trigger complex distributed

workflows able to analyze an incoming event properly.

8.2.1 State of the Art

Since IoT has risen, many different use cases have appeared with the aim of measuring

and preventing some possible disasters [147]. In some industries, IoT can be used to extract

oil and gas, a well-known system prone to incidents.[148]; while in critical areas, IoT is used

to detect possible flooding and earthquakes, eventually triggering local alarms [149, 150]; or
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also to detect tsunamis [151] in oceanic coast areas. IoT is often associated with implementing

Machine Learning algorithms used to analyze those data, extract knowledge, and then

forecast something about the next possible events[152, 153, 154].

Unfortunately, working on time-sensitive use cases using machine learning algorithms

can often be tricky due to algorithm heaviness, or distance from the data location [155, 156].

Urgent computing was born to provide the best resources possible as soon as needed

to absolve time-critical events like environmental disasters or human health monitoring

[157]. In literature, there exist many directions adopted to realize urgent computing. Cloud

Computing, of course, thanks to its flexibility in providing any kind of resource has been

immediately adopted to realize HPC system to accomplish a job sooner [158, 159], but as

often highlighted, even less powerful system, but closer to the data can better accomplish a

time critical job [160]. The advantages of the use of Edge Computing in fact are mostly related

to the proximity to the data [161] and the possibility to work even in the presence of partial

network partitions [5], thanks to these advantages some authors proposed Edge as a valid

infrastructure to run time-critical analysis [162, 163].

Continuum Computing has been extensively used in those scenarios. In [50], the authors

propose an edge framework, adapted for the continuum, to spread the computation across

the continuum using user-defined dynamic rules that can be defined even taking into account

the urgency of the computation.

In [66] the authors collect a list of jobs to be scheduled, taking into account the emergency

of each of them, then apply a federated learning algorithm to assign them to a specific node

in the continuum federation, using the previous data sets (Qos Required, Qos reached, node,

task) as a source of data from which learn. Using machine learning to optimize the QoS of a

given task has been further used [67], but as even the authors have highlighted, knowing the

nature of the task and then forecasting its behavior is not easy, and prediction risks being

wrong.

With the advent of containerization, researchers have seen in orchestrators, especially

Kubernetes a great tool to federate heterogeneous environments like the continuum, and then

customize it to deploy containerized applications on a node that can satisfy a time-based QoS

constraint [164]; taking in example [65], authors use Kubernetes to federate the continuum,

then they provide an internal opensource custom scheduler to deploy pods on a node that

can satisfy network latency constraints, a factor that became crucial in real-time processing.

All the previous works have the assumption that any containerized application can be run

anywhere and that it is possible to profile it, to forecast its behavior, and both considerations
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are not strictly true, until the introduction of Serverless Computing and FaaS, that we have

already extensively discussed.

8.2.2 Architecture

In this section, we present the theoretical architecture we aim to include inside the TEMA

project to enable Urgent Computing at the Continuum in the NDM context. This platform

shorted by the name Urgent Function Enabler (UFE) is a distributed architecture composed

of six main units: 1. the Infrastructure unit (IIA); 2. the IoT unit (IA); 3. the computation unit

(CU); 4. the monitoring unit (MU); 5. the scheduler unit (SU); 6. the workflow unit (WU);

Infrastructure unit

The infrastructure unit is strictly related to the CU, and is basically made up of all the

nodes that are able to deal in any way with the data. In turn, we distinguish two main roles

in the IIU which are the sensors and the workers nodes. The sensors are at the lowest level,

and they are basically able just to measure environmental parameters and provide them as

system data.

The workers do not measure data, but they are able to receive them and then apply some

kind of computation like a transformation, or data analysis, Eventually the result of that can

be reintegrated into the system in order to be collected and analyzed by more workers.

The workers can belong to two main classes: 1. static workers; 2. mobile workers.

Static workers compose the most traditional computing infrastructure that basically is

composed of cloud nodes deployed on remote data centers; edge nodes close to the data

sources, realized using Raspberrys, Intel Nuc devices, or other micro computers and fog

nodes, usually implemented with workstations or small servers racks distributed along the

path from the edge to the cloud.

Mobile workers, it is a kind of novelty in this field. We consider mobile any device that

can change physically change its position, we include in this group devices such as robots

and drones.

Drones and robots have already been used in the field of NDM; some real examples are in

[165] where drones were used to monitor wildfires in California. The drones were able to fly

over the fires and collect data on their size and intensity. This information was then used to

help firefighters make decisions about how to fight the fires; and in [166] drones were used to

track poachers in Africa. The drones were able to fly over the camps of poachers and identify
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them. The information was then used by law enforcement to arrest the poachers.

Mobile workers, as well as static ones, can be used by the other units to run algorithms

based on the data they can easily reach; to do that, the computation unit has to be used.

IoT Unit

The IA is the lowest infrastructure in UFE, it consists of all sensors used to monitor

the environment, and it is managed by a Fiware infrastructure that allows the device to be

authenticated and authorized but also provides API to send data and receive commands from

and to the upper level [5]. The main components of this architecture are the Orion Context

Broker, the IoT Agent (IOTA), the P2P-IDM[5], and the PEP Proxy.

• The P2P IDM is a distributed eventually consistent unit that stores all service accounts

used by IOT devices; it provides the API to obtain and verify Oauth2 tokens. The

advantage of using a P2P IDM with respect to a centralized IDM is the possibility of

keeping the service up in the presence of network partitions or disconnections, and this

is crucial when the infrastructure is composed of edge and mobile nodes.

• The IOTA is a middleware that receives raw data from the IoT, transforms it in NGSI

format and then sends them to the Orion Context Broker.

• The PEP proxy is an authorization proxy, placed in front of the IOTA, that verifies the

device authorization according to the Keyrock policies and then forwards or denies the

request to the IOTA.

• The Orion Context Broker is the core of the IOT Unit. It receives the IoT data from the

IOTA NGSI format, and then offers them to third clients using an advanced Pub/Sub

model; the subscription will be used to trigger faas workflows on the continuum;

The Computation Unit

The CU is responsible for executing the algorithms designed to compute the data collected

from the IoT unit. All algorithms are encapsulated in functions since this unit is strictly based

on the FaaS paradigm. In brief, FaaS is able to encapsulate a stateless function inside the

container, letting external clients invoke this function using typically HTTP or pub/sub-

patterns.

In UFE, the CU is not a unique infrastructure, rather it is the logical union of all the CU

installed in all the nodes that compose the continuum infrastructure.
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Finally, the main component of the CU is OpenFaas. OpenFaas is the most stared open-

source engine on GitHub 1, it is composed of a gateway that lets us invoke any function using

HTTP; a NATS server associated with a Queue-Worker, which lets us invoke the function

using pub/sub model, sending back the result using webhooks, and a faas-cli, which is

used to interact with OpenFaas, building multiarchitecture function natively, and of course,

deploying them. OpenFaas is a centralized Function Registry to store the functions available

in all the CU; this registry is even cached locally to avoid the cold start problem, typical in

any containerized infrastructure.

As anticipated previously, the CU works integrated with the IIU; in particular, the FaaS

stack is supposed to run in the workers’ nodes, in fact, the massive use of low-level container-

ization together with a light system such as OpenFaaS, makes it possible to run functions

in most of the traditional mobile units as well as a static unit we want to integrate. At the

end then, we will be able to run algorithms on a drone, a robot as well as in a cloud virtual

machine.

The Monitoring Unit

The MU is fundamental for planning a time-critical computation. The MU is installed

along with the computation unit and collects all the useful metrics of all the functions that

are executed in the CU. The Monitoring Unit is made up of a high-performance proxy (HPC),

a Prometheus instance, and a centralized shared data lake. The HPC is posed in front of the

OpenFaas gateway, then it intercepts all the function invocations, forwarding the result to

the client, but before doing that it retrieves from the OpenFaas response the request ID that is

used asynchronously to fetch all the information from Prometheus and OpenFaas’ logger.

Prometheus is a popular open-source monitoring and alerting system that is used to collect

and analyze metrics from various sources in real-time, but at this moment the information

that the MU fetches are the following: 1. function executed; 2. continuum’s node where the

function is run; 3. start time and duration of the computation; 4. start and end time of the

request; 5. CPU cycles and memory used to run that function and conclude the request. All

these metrics are collected together and then sent to the Data Lake component, which will

permanently store them, to be used later to apply scheduler choices.

1https://github.com/openfaas/faas
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The Scheduler Unit

A key component in the described architecture is related to the scheduling of created

workflows among the components that belong to the Cloud-Continuum Infrastructure.

In particular, the SU exploits context data to estimate the more efficient and convenient

node in which the function should be deployed. A key role is played by MU that collects

the monitored data that will actually be used to guide the scheduler in the offloading of

workflow processes. The scheduling is dynamic, and it exploits Machine Learning inference

to establish more appropriate nodes in which workflow can be deployed. The inference of

a Machine Learning model could be considered a complex operation that can compromise

a time-constrained application. For this reason, the scheduler will figure out an inference

with a pre-trained model in an asynchronous fashion when a new workflow is not yet

created or deployed. The model consists of a Deep Neural Network in which the inputs

are all metrics collected through MU and the QoS score brought by the specific workflow.

The model output consists of a score that ranks each node in the architecture on the basis

of different parameters: time-response with respect to the scheduler, used memory, used

CPU, and other possible parameters collected by Prometheus instance present in MU. In

particular, it performs, exploiting a classical Soft Max Activation Function, a classification

of more appropriate nodes according to computed scores. It classifies the most efficient

node candidates for deploying the next workflow processes. The decision of the nodes for

each process is decided following the probabilities computed by the model. Moreover, the

model will be updated by exploiting historical data collected through a continuous learning

mechanism that takes advantage of the Federated Learning approach [167]. Indeed, each

node, periodically, trains a local model that will be aggregated in the central cloud server

and exploited by the scheduler’s central component. The scheduler will become more precise

thanks to historical data collected by MU.

The Workflow Unit

One of the most highlighted downsides of FaaS is the inability to deploy complex and

distributed workflows that connect functions to serve a bigger and composed computation. To

overcome this, most of the FaaS-based architectures propose to use a centralized microservice

that invokes and synchronizes the right function when needed. This small trick might be

not the best choice for any distributed time-critical environments; therefore, we integrated

the WU. The WU let us define serverless workflows using a light version of OpenWolf
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[2]. OpenWolf is a small distributed broker that can be instantiated on Kubernetes or with

just Docker for the lightest environments in this use case, we have an OpenWolf agent for

each computing tier. OpenWolf 2 uses a customized version of the Serverless Workflow DSL
3 to describe how the input and output functions are connected, allowing one to define

asynchronous faas DAGs. Using the DSL, we can submit a Manifest file to the OpenWolf agent,

The manifest file will be used to declare a workflow and then it will be used to trigger the

function defined inside it when a specific event occurs. Through the Manifest is even possible

to decide where to deploy a function to use inside the workflow, but in this case, we modified

the function allocation, in order to migrate a function location according to the QoS of an

event and the suggestion coming from the SU. Manifests are even more shared with all the

OpenWolf agents, in this way, any instance can run the same workflow.

Units Integration

The integration of the UFE unit is quite straightforward. The overall architecture is

presented in figure 8.3, from the bottom we distinguished three different zones provided

with the IoT sensors. Each device can use any of D-IDM to get an Oauth2 token, that is used

to access the IOT Agent in the IA. In the same unit, the IoT Agent sends the data to the

Context Broker, where the data live. In parallel, as soon as a Workflow manifest is sent to

OpenWolf, the functions included in that file are deployed on the Computing Infrastructure

according to the scheduler’s choices. When all the functions are ready, the workflow endpoint

is subscribed to the Context Broker which contains the data needed to trigger the workflow.

When the subscription arrives at the Context Broker, data will be sent to the first function

on the workflow, and in turn, the result will be forwarded to the other functions until all

the functions in the workflow are not consumed. While the functions are run, the monitor

system installed alongside the serverless platform records all the information related to

the executions. This information will travel to the Data Lake, which the scheduler will

continuously read to adapt the function position in the infrastructure dynamically.

8.2.3 Conclusion

The work proposes a solution for Natural Disaster Management in the Horizon TEMA

project exploiting Cloud-Continuum workflows, and applying them considering QoS pa-

rameters. TEMA is a Horizon Europe-funded project that wants to manage Natural disaster

2https://github.com/christiansicari/OpenWolf
3https://serverlessworkflow.io/
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Figure 8.3: TEMA platform architecture



§8.2 − TEMA: Event-Driven Serverless Workflows Platform for Natural Disaster
Management 144

Management exploiting a Cloud-Edge Continuum infrastructure. For this reason, the archi-

tecture depicted in this work must be able to manage Urgent Computation applications.

The solution described here is a concrete workflow system use case that can satisfy the

QoS and realize a complex algorithm pipeline exploiting IoT-collected data in a Cloud-

Continuum infrastructure. Moreover, the architecture described is capable of performing

dynamic scheduling of workflow components, exploiting the monitored data by each node of

infrastructure, and a sophisticated machine learning model capable of retrieving the optimal

nodes. The fixed steps to perform are the practical application of the solution in a concrete

use case provided by the TEMA project and the practical performance evaluation of the

implemented architecture. As naturally expected in future works, we need to validate the

architecture we proposed, in order to understand the limits and strengths of the works.



CHAPTER 9

Conclusion and Future Works

In this thesis work, we aimed to address many issues that disallow making computing

on Continuum possible, and we tried to solve all of them by applying many innovative

solutions. Taking into account the most updated State of the Art in the fields of Cloud and

Edge Computing, Continuum, and in general, Distributed Computing, we identified six

issues that make computing at the Continuum hard to implement: (i) integrating public

and private clouds, federating them, and deploying "pieces" of applications independently;

(ii) deploying continuum native applications to make the most of the environment where

they execute; (iii) guaranteeing security during the interactions across the infrastructure; (iv);

discovering and locating applications that can move across the continuum environment; (v)

balancing and keeping reliable a continuum infrastructure.

In order to address all these issues, we first analyzed the background, in particular,

in Chapter 2 we analyzed the reason why Continuum arose and what technologies are

behind it, in particular Cloud and Edge Computing. Then we analyzed new patterns to

deploy applications, particularly the microservice architecture and the serverless, finally, we

discussed Osmotic Computing, a high-level paradigm that describes tools, approaches, and

concepts to enable the computation at the continuum.

After this background analysis, we came back to the highlighted issues, and we tried to

solve all of them, in order, using every time what we did in the previous step. Therefore, in

Chapter 3, we proposed a standard to deploy applications on the Continuum, by means of

this standard we aimed to make possible the federation between private and public cloud
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and edge infrastructures, and even to propose a blueprint about how to deploy continuum

native applications.

In Chapter 4, we used the earned knowledge from the previous work to implement

OpenWolf and to improve RPulsar. OpenWolf is a serverless workflow engine able to spread

and connect serverless functions transparently across any continuum infrastructure. By

means of OpenWolf, we found a way to deploy continuum native applications, therefore

solving the second highlighted issue. while, improving RPulsar we gave the possibility to

dynamically combine data producers and consumers on demand, matching and connecting

them spreading functions according to the provided matching rules. In Chapter 5 we dug into

many security issues that can compromise computing at the continuum. In these chapters,

we widely used the concepts inherited from Osmotic Computing to guarantee addressability,

accountability, integrity and confidentiality for the data exchanged across the continuum

environment, by means of the definition of osmotic membranes, decentralized peer-to-peer

and VPN-based overlay networks.

After we have found a way to deploy standardized and secure applications on the

Continuum, in Chapter 6, we developed the OCE-DNS, a geohash-based DNS, used both

to discover services on Continuum but also to register them, hiding possible migrations

and down times. Inside this Chapter, we have even introduced the Extended Plus Code, a

three-dimensional hierarchical hash code, that we used to address services, but it has been

used even in other works [168], to map virtual and real reality.

As highlighted in the background of this thesis, but also in the chapters, orchestrating

applications in the continuum is not easy, and most used orchestrators like Kubernetes or

Nomad might fail due to the diversity of the environment they have to deal with or just

because the constraints given by the capacity of some nodes inside the infrastructure. Starting

from these considerations we developed Tolerancer, described in Chapter 7. Tolerancer is

a peer-to-peer micro orchestrator that monitors a container-based continuum environment,

restoring failed applications and avoiding system overloading by properly migrating the

containers across the infrastructure’s nodes.

Finally, we tested all these works in a smart city scenario, indeed in Chapter 8 we per-

formed a performance analysis of a deep learning workflow using OpenWolf as a baseline

and a continuum as infrastructure. In this work, we demonstrated how is possible to deploy

continuum native applications, and how is possible to exploit the characteristics of each

layer in the continuum to get the best result possible to achieve an objective. Following we

discussed the TEMA project, a European-founded project that is going to take advantage of
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our Continuum solution to address urgent computing scenarios.

Continuum Computing is probably one of the hottest topics in the computer science

research field, and we aim to further advance the state of the art in this area, working on more

use cases and integration in the future. In this regard, we would embrace a broader concept

such as SysOps, which aims at unifying the concept of maintainability and operability of a

platform. Our idea in a nutshell is to provide a workflow system that prepares a Continuum

environment as well to optimize the workflow to take advantage of the environment itself.

Currently, we are working to improve the scheduling of the computation on the continuum,

making it smart, which means choosing where to compute something using the history,

the application constraints, and the current system status as decision factors. We are even

working on the dynamic composition of applications based on the match of compatibility

profile. This idea inspired, by the state of the art can be integrated with OpenWolf and in

general with all the previous work, to respond better to the dynamicity of the Continuum

environment. All these updates, once published will be even released as an open-source

project, to let people join and improve our work and research.
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