
 

 

ESSAYS ON FINANCIAL STABILITY: 
MARKET STRUCTURE AND EARLY 
WARNING SYSTEMS 

  

 Pietro Calice 

 

 

 

Thesis submitted for assessment with a view to obtaining the degree of Doctor of 

Philosophy of the University of Messina 

 

 

 

November 2017 

 

 

 

 

UNIVERSITY OF MESSINA 
Department of Economics 
 

 

 

 

PhD in Economics, Management and Statistics 
(XXX Cycle) 



  



 

 

 

 

 

 

 

 

ESSAYS ON FINANCIAL STABILITY: 

MARKET STRUCTURE AND EARLY 

WARNING SYSTEMS 

 

Pietro Calice 

 



ACKNOWLEDGMENTS 

I am heavily indebted to my PhD supervisor Professor Leone Leonida for his helpful 

guidance, comments and support. I am also very grateful to the co-authors of the third 

Chapter of my thesis, Professors Giovanni Caggiano and George Kapetanios, for their 

invaluable contributions and thought provoking discussions. I would like to thank also 

Professors Silvia Fedeli and Damiano Silipo for their comments on this thesis. I am also 

thankful to the help and advice I received from friends and colleagues at the World Bank 

and the International Monetary Fund, namely Thorsten Beck, Martin Čihák, Gianni De 

Nicoló, Erik Feyen and Maria Soledad Martinez-Peria. I would like to thank my family for 

providing moral support, particularly my wife Michela for her constant encouragement. 

Finally, I would like to thank the staff of the Department of Economics, especially Professor 

Edoardo Otranto for his constant guidance, and Antonina Di Maria for her kind 

administrative support throughout the process. 



SUMMARY 

This thesis bundles together two distinct yet overlapping strands of the banking literature, 

which have received renewed interest following the global financial crisis: market structure 

and financial stability, and early warning systems for banking crisis forecasting. The thesis 

consists of three chapters. The first chapter critically reviews the extant theoretical and 

empirical literature on the ambiguous concentration- stability nexus and the forecasting of 

banking crises, highlighting the specific gaps addressed in the following empirical chapters. 

The second chapter investigates the channels through which bank concentration affects 

financial stability. Recent evidence points to the presence of non-monotonicities in the 

relationship between market concentration and stability, implying that the channels 

identified in the theoretical literature may be at play simultaneously with varying magnitude, 

which crucially depend upon initial levels of concentration. Using panel data, the chapter 

tests for the simultaneous presence of the channels and finds evidence that the prevalence 

of one or the other is a function of the initial degree of market concentration. The third 

chapter provides a systematic analysis of the role played by the duration of a systemic 

banking crisis in affecting the relative ability of multinomial and binomial logit models in 

correctly predicting the arrival of a crisis. The specific hypothesis tested is that the longer 

the duration of the crisis the better is the multinomial logit model in forecasting systemic 

banking crises relative to the binomial logit model. Results confirm that the multinomial 

logit model outperforms alternative binomial models in correctly predicting the arrival of a 

systemic banking crisis. In particular, the performance of the multinomial model improves 

over the binomial logit when the average duration of the crisis increases: the longer the 

average duration of crises in the sample, the better the relative performance of the 

multinomial over alternative binomial specifications. 
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1 MARKET CONCENTRATION AND THE FORECASTING OF 

BANKING CRISES: THEORY AND EVIDENCE 

This Chapter critically reviews the literature on financial stability, putting particular 

emphasis on the relationship between market structure and financial stability, and on early warning 

systems for banking crisis forecasting. The first part of this Chapter provides an overview of the 

extant literature on banking market concentration and financial stability, highlighting the 

ambiguity of the theory and the mixed findings of the empirical literature. The second part of the 

Chapter discusses the theory of banking crises, the relevant empirical literature on early warning 

indicators and the main methodological issues associated with building early warning systems. 

The Chapter also summarizes the specific gaps addressed by the empirical chapters of this thesis. 

1.1 Market structure and financial stability 

The structure of the banking market has historically been an important element of the 

academic and policy debate on financial stability. As in other, non-financial markets, the structure 

of the banking market is often seen as an important requisite for an effective system. The past 

decades have seen a rapid consolidation of banks around the world, which has intensified concerns 

among policymakers about bank concentration. This consolidation has happened not only within 

countries, but also across countries.  

Consolidation has happened both within business lines but also across business lines, 

resulting in conglomerates that offer commercial and investment banking, insurance and asset 

management services. While consolidation has often been justified by efficiency and scale 

economy arguments, the process of consolidation and the resulting financial conglomerates have 

given rise to stability concerns. In particular, the size and complexity of these institutions might 

undermine proper regulation and supervision by both markets and authorities; their size and critical 

role across different markets might make it difficult for regulators to intervene and potentially 

close such institutions, a phenomenon known as too-big-to-fail. This problem may have been 

exacerbated by the regulatory response to the GFC, where structural reforms have led to more 

concentrated and interconnected banking systems. 



8 

What are the effects of bank concentration on the stability of banking systems around the 

world? The discussion on the relationship between bank market structure and stability has been 

made difficult by measurement issues. More importantly, both the theoretical literature and the 

empirical literature have not sanctioned yet either the view that concentration is good or is bad for 

financial stability, leaving unanswered a number of research questions.  

1.1.1 Measuring financial stability and market structure 

Testing the relationship between market structure and financial stability requires 

appropriate measures of both. Bank stability is mostly measured in a negative way, i.e. by 

considering individual or systemic bank distress. Systemic instability can be broadly defined as 

periods where the banking system is no longer capable of effectively fulfilling its basic 

intermediation function, i.e. deposit taking, lending and payment services, for the economy.  

There is no single quantitative variable for banking crisis. Banking crisis is an event, so 

proxies for banking crises would not necessarily be correlated with banking crises themselves. For 

instance, if we were to use a measure for banking insolvency such as aggregate banking capital, 

we would need to define a lower bound threshold for a crisis event. However, government 

intervention or deposit insurance could prevent crisis and the threshold could still be violated. 

Another issue is that not all crises stem from the liabilities side; as we will see in section 1.2.1, 

problems in asset quality can also erode banking capital so that a single proxy variable would not 

pick up all crisis events. As a result, the banking crisis variable is typically created on the basis of 

several criteria which vary according to the study, and often using accurate, post-crisis data. The 

main classifications are to be found in Caprio and Klingebiel (1996, 2003), Demirgüç-Kunt and 

Detragiache (1998, 2005), Reinhart and Rogoff (2009) and Laeven and Valencia (2008, 2012). 

Caprio and Klingebiel (1996) have been the first authors to provide a comprehensive 

dataset of banking crises around the world. The authors define systemic crisis as an event when 

‘all or most of banking capital is exhausted’. They specify that non-performing loans as a 

proportion of the entire loans of the banking system must be in the range of 5–10 percent or less. 

Insolvency is judged on the basis of official data and published reports by market experts. On this 

criterion, they judge 58 countries to have experienced systemic crisis over the post-1970s period 

with many countries experiencing repeated episodes. Caprio and Klingebiel (2003) subsequently 

http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib5
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib14
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib14
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib38
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib41
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib5
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib6
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updated their database to the period 1980–2002, identifying 93 countries as having experienced 

systemic distress. 

Demirgüç-Kunt and Detragiache (1998) use a more specific set of four criteria where 

achievement of at least one is a requirement for systemic banking crisis, otherwise bank failure is 

non-systemic. Specifically, Demirgüç-Kunt and Detragiache (1998) define a full-fledged crisis as 

an episode characterized by at least one of the following: a) share of non-performing loans to total 

banking system assets in excess of 10 percent; b) public bailout cost in excess of 2 percent of GDP; 

c) large scale bank nationalization; and d) extensive bank runs and/or emergency government 

intervention. On this basis, Demirgüç-Kunt and Detragiache (1998) classified 31 systemic crises 

in 65 countries over the 1980–1994 period. Demirgüç-Kunt and Detragiache (2005) conducted a 

follow up study and extended the sample to 1980–2002. Using the same criteria as before, they 

found 77 systemic crises over 94 countries. 

Laeven and Valencia (2008) define a systemic banking crisis as a crisis in which ‘a 

country’s corporate and financial sectors experience a large number of defaults, and financial 

institutions and corporations face great difficulties repaying contracts on time’. As a result, non-

performing loans increase sharply and all or most of the aggregate banking system capital is 

exhausted. This situation may be accompanied by depressed asset prices (such as equity and real 

estate prices) on the heels of run-ups before the crisis, sharp increases in real interest rates, and a 

slowdown or reversal in capital flows.  

Using this broad definition of a systemic banking crisis that combines quantitative data 

with some subjective assessment of the situation, Laeven and Valencia (2008) identify the starting 

year of systemic banking crises around the world since 1970. As a cross-check on the timing of 

each crisis, the authors examine whether the crisis year coincided with deposit runs, the 

introduction of a deposit freeze or blanket guarantee, or extensive liquidity support or bank 

interventions. All in all, Laeven and Valencia (2008) date 124 systemic banking crises over the 

period 1970 to 2007. More recently, Laeven and Valencia (2012) provided an update of their 

database, identifying 147 crisis episodes during 1970-2011. 

Finally, Reinhart and Rogoff (2009) mark a banking crisis by two types of events: (i) bank 

runs that lead to the closure, merging or takeover by the public sector of one or more financial 

http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib14
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib14
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib14
http://www.sciencedirect.com/science/article/pii/S1572308908000144#bib16
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institutions, and (ii) in the absence of bank runs, the closure, merging, takeover or large-scale 

government assistance of an important financial institution (or groups of financial institutions) that 

marks the start of similar outcomes for other financial institutions. The authors further differentiate 

between Type I crises (systemic/severe) and Type II (financial distress/milder). Based on these 

criteria, Reinhart and Rogoff (2009) identify a total of 107 banking crises in 65 countries, some 

with multiple crises, from countries’ independence or 1945 to 2008. 

In addition to systemic banking crises, individual bank fragility can also be a concern for 

bank supervisors and policy makers, as individual bank distress may put countries’ financial safety 

net under pressure. Several systemic banking crises have started as crises in individual banks. 

Individual bank distress can be measured in terms of proximity to bankruptcy or entry into 

bankruptcy. Specifically, researchers often use the z-score, which is the sum of capital-asset ratio 

and return on assets, weighted by the standard deviation of return on assets (Boyd et al., 2006). 

The z-score indicates the number of standard deviations in return on assets that a bank is away 

from insolvency and thus the probability of failure. An alternative, widely used indicators of 

individual bank fragility is the non-performing loan ratio. Unlike the z-score, this variable focuses 

on credit risk and cannot be related directly to the likelihood of failure. Neither of the two measures 

considers actual failure of banks.   

If measuring financial stability is often a subjective endeavour even when objective 

indicators are used, the measurement of market structure is prima facie less questionable. 

Typically, market structure is measured by banking concentration, which can be approximated by 

the number of banks and/or the number of branches or ATMs. However, the most widely used 

indicators of market concentration are the concentration ratio—the share of assets held by the k 

largest banks (typically three or five) in a given economy—and the Herfindahl-Hirschman index 

(HHI) —the sum of the squared market share of each bank in the system. The concentration ratio 

varies between nearly 0 and 100. The HHI has values up to 10,000. If there is only a single bank 

that has 100 percent of the market share, the HHI would be 10,000. If there were a large number 

of market participants with each bank having a market share of almost 0 percent, the HHI would 

be close to zero. Therefore, the HHI accounts for the market share of all banks in the system and 

assigns a larger weight to the biggest banks. Instead, concentration ratios completely ignore the 

smaller banks in the system.  
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These indicators are not without drawbacks, however. They are rather crude measures that 

do not consider important qualitative dimensions, which can have an impact on financial stability 

such as the ownership structure of the banking system. Banks with different ownership behave 

differently and this can have a bearing on stability outcomes. An additional challenge in measuring 

concentration is to properly define the relevant market. Cross-country studies typically define an 

economy as the relevant market but this is not necessarily a correct assumption. Studies for the 

U.S. have typically focused on the Metropolitan Statistical Areas as the relevant market. Further, 

market structure indicators are typically measured at the institutional level, rather than the product 

level; i.e. concentration is assumed to be the same across different product lines, such as deposit, 

lending and payment services. 

1.1.2 Theoretical overview1 

Theory has made contrasting predictions on the relationship between banking market 

concentration and financial stability. Some models predict that more concentrated banking systems 

are more stable, as profits provide a buffer against instability and provide incentives against 

excessive risk taking. This so called ‘charter value’ view of banking, as theoretically modelled by 

Marcus (1984), Chan et al. (1986), and Keeley (1990), considers banks as entities choosing the 

risk of their asset portfolio. Bank owners, however, have incentives to shift risks to depositors, as 

in a world of limited liability they only take the upside part of this risk taking. In less concentrated 

markets with more pressures on profits, banks have higher incentives to take more risks, resulting 

in higher instability. In highly concentrated banking systems, on the other hand, banks have better 

profit opportunities, capital cushions and therefore fewer incentives to take excessive risks, with 

positive repercussions for financial stability. In addition, in more concentrated markets, banks earn 

more informational rents from their relationship with borrowers, increasing their incentives to 

properly screen borrowers, again increasing stability (Boot and Greenbaum, 1993; Allen and Gale, 

2000a; 2004).  

More concentration can also have a positive impact for liability risk. Smith (1984) shows 

that concentrated banking markets lead to more stability if information about the probability 

                                                 

1 This section draws extensively from Beck (2008). 
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distribution of depositors’ liquidity needs is private, allowing banking relationships to last longer. 

Matutes and Vives (1996), however, argue that bank illiquidity can arise in any market structure. 

Specifically, a bank’s distress probability is determined endogenously by depositor’ expectations 

resulting in the possibility of multiple equilibriums.   

An additional channel through which banking market structure can affect stability is the 

interbank market and the payment system. As demonstrated by Allen and Gale (2000a), a low 

degree of concentration can prevent banks to provide liquidity to another bank that is hit by a 

temporary liquidity shortage. If all banks are price takers, no bank has incentive to provide liquidity 

to the bank in difficulty, with the result that this bank will eventually fail with negative 

consequences for the whole system. A complementary view is offered by Saez and Shi (2004), 

who argue that in an unconcentrated market banks can cooperate and act strategically to help a 

bank with temporary liquidity shortages.   

Another argument of proponents of the ‘concentration-stability’ hypothesis is that more 

concentrated banking systems have larger banks, which in turn allows them to better diversify their 

portfolios. Diamond (1984), Ramakrishnan and Thakor (1984), Boyd and Prescott (1986), 

Williamson (1986), Allen (1990), and others predict economies of scale in intermediation. A 

related argument refers to the number of banks to be supervised by the authorities. If a more 

concentrated banking system implies a smaller number of banks, this might reduce the supervisory 

burden and thus improve overall financial stability (Allen and Gale, 2000a).  

While the ‘charter-value hypothesis’ predicts that more concentrated banking systems are 

more stable, an opposing view, the so called ‘concentration-fragility’ view, is that a more 

concentrated banking structure results in more bank instability. Boyd and De Nicoló (2005) argue 

that the argument that market power in banking boosts profits and hence bank stability does not 

take into account the potential impact of banks’ market power on firm behaviour. Rather than 

banks choosing the riskiness of their assets, it is actually the borrowers who choose the riskiness 

of their investment undertaken with bank loans. Boyd and De Nicoló (2005) confirm that 

concentrated banking systems enhance market power, which allows banks to charge higher interest 

rates to firms. However, these higher interest rates may induce firms to assume greater risk, which 

results in a higher probability that loans turn sour. Therefore, Boyd and De Nicoló (2005) find a 
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positive relationship between concentration and bank instability. Similarly, Caminal and Matutes 

(2002) show that more concentration can lead to less credit rationing, larger loans and higher 

probability of failure if loans are subject to multiplicative uncertainty.   

Advocates of the ‘concentration-fragility’ view also argue that (i) relative to diffuse 

banking systems, concentrated markets generally have fewer banks and (ii) policymakers are more 

concerned about bank failures when there are only a few banks. Based on these assumptions, banks 

in concentrated systems will tend to receive larger subsidies through implicit ‘too-big-too-fail’ 

policies that intensify risk-taking incentives and hence increase banking system insyability (e.g., 

Mishkin, 1999). Further, having larger banks in a concentrated banking system could also increase 

contagion risk, resulting in a positive link between concentration and systemic fragility.  

Proponents of the ‘concentration-fragility’ view would also disagree with the proposition 

that a concentrated banking system characterized by a few banks is easier to supervise than a less 

concentrated banking system with many banks. The argument here is that bank size is positively 

correlated with complexity so that large banks are harder to supervise than small banks. 

Concentrated banking systems tend to have larger banks. Further, the recent consolidation trend 

has also led to financial conglomerates offering a whole array of financial services, previously 

offered by specialized institutions, and all this is expected to complicate the life of the supervisor. 

Thus, this argument predicts a positive relationship between concentration and fragility.  

The ‘concentration-stability’ view and the ‘concentration-fragility’ view have been 

recently reconciled in models that show a U-shaped relationship between concentration and 

stability. Martínez-Miera and Repullo (2010) develop a model which implies a non-monotonic 

relationship between concentration and financial stability. There, increasing the number of banks 

in monopolistic markets initially makes the financial system more stable, as borrowers become 

safer. This is because a larger number of banks lead to a reduction in loan rates, which in turn leads 

to lower probabilities of default and improved bank metrics. They define such a channel ‘risk-

shifting effect’. Boyd and De Nicoló (2005) reach the same conclusion in a model with a loan 

market and perfect correlation among borrowers’ default probabilities. By allowing for imperfect 

correlation of loan defaults, Martínez-Miera and Repullo (2010) show, however, that an 

increasingly diffuse market leads to lower loan rates which in turn reduces interest income from 
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performing loans and ultimately makes the banking system more fragile. This channel is defined 

as the ‘margin effect’. 

An alternative view can be derived from the general equilibrium banking model with moral 

hazard examined by De Nicolò and Lucchetta (2011). They show that the impact of market 

structure on systemic stability depends on the intermediation technology, i.e., on the bank’s 

screening and monitoring technology. If the intermediation technology employed by banks for 

screening and monitoring borrowers has constant returns to scale, i.e., the effort cost of screening 

and monitoring is proportional to the size of the borrower’s investment, lower concentration in the 

deposit market is sub-optimal: when concentration decreases, bank risk increases and bank capital 

declines, making concentrated banking sectors more socially desirable. If instead there are 

increasing returns to scale, i.e., the effort cost of screening and monitoring is independent on the 

borrower’s investment size, then lower concentration minimizes the likelihood of banking crisis. 

Under increasing returns to scale, lower concentration increases the supply of funds to the bank 

and reduces the cost of the intermediation technology. This reduction more than offsets the 

negative impact of higher funding costs on the bank’s expected profits, lowering the incentives for 

the bank to take on more risks. 

1.1.3 What the data tell us 

Up until recently, the empirical literature either focused on one country or on the 

comparison of two countries. Only recently, the availability of large panel datasets has enabled 

cross-country studies. In a seminal paper, Keeley (1990) provides evidence that reduced 

concentration following the relaxation of branching restrictions in the 1980s reduced banks’ capital 

cushions and increased risk premiums reflected in higher interest rates. Overall, this suggests that 

a diffuse market in the U.S. eroded charter values and resulted in higher bank instability in the 

1980s. This result is consistent with Dick (2006), who finds evidence of increased impairment 

losses and provisions following deregulation in the 1990s, but contradicts findings by Jayaratne 

and Strahan (1998) who find that branch deregulation resulted in a sharp decrease in loan losses.  

An extensive strand of the literature infers the effect of market structure on bank fragility 

by assessing the effect of mergers creating larger banks and increasing market concentration. 

Paroush (1995) points to higher bank stability caused by increases in market power stemming from 
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diversification gains after mergers. Benston et al. (1995) and Craig and Santos (1997) also point 

to positive diversification and thus stability gains from bank mergers in the U.S. However, 

empirical work by Chong (1991) and Hughes and Mester (1998) indicates that bank consolidation 

tends to increase the riskiness of bank portfolios. For Italy, Bofondi and Gobbi (2004) find that a 

bank's loan default rate increases as the number of banks in a market increases. 

More recently, Jiménez et al. (2013) test the hypothesis of non-monotonocity between 

market concentration and bank stability postulated by Martínez-Miera and Repullo (2010) using 

data from the Spanish banking system. They find support for this nonmonotonic relationship using 

standard measures of market concentration in both the loan and deposit markets. 

The recent availability of large panels has initiated a new wave of literature assessing the 

validity of the different theoretical models in a cross-country setting. Beck et al. (2006) is the first 

paper to assess the ‘concentration-stability’ and ‘concentration-fragility’ hypotheses in a large 

sample of countries. They find that more concentrated banking systems are less likely to suffer 

systemic banking crises in a sample of 69 countries over the period 1980-1997. In a subsequent 

paper, Beck et al. (2007) analyse some of the channels through which concentration might be 

positively associated with banking system stability, and find tentative evidence that more 

concentrated banking systems allow better possibilities for banks to diversify risk.  

Boyd et al. (2006) arrive at a different conclusion using bank individual fragility data. 

Unlike Beck et al. (2006), they find that banks are more likely to fail in countries with more 

concentrated banking systems. Along the same lines, Uhde and Heimeshoff (2009) provide 

evidence that national banking market concentration has a negative impact on European banks’ 

financial soundness as measured by the z-score. Using the same sample of countries but analysing 

them at both country-level and bank-level, IJtsma et al. (2017) confirm that concentration has a 

negative impact on financial stability, though the effect is economically small at both levels of 

analysis. Fu et al. (2014) analyse the trade-off between concentration and financial stability using 

data on 14 Asia Pacific economies from 2003 to 2010. They find that greater concentration fosters 

financial fragility. Similarly, Mirzaei et al. (2013) investigate the effects of market structure on 

profitability and stability for 1,929 banks in 40 emerging and advanced economies over 1999–

2008 and find that a more concentrated banking system may be vulnerable to financial instability.  

http://www.sciencedirect.com/science/article/pii/S1572308913000119#bib0035
http://www.sciencedirect.com/science/article/pii/S1572308913000119#bib0170
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On the other hand, Tabak et al. (2012) address the issue of how bank size and market 

concentration affect performance and risks in 17 Latin American countries between 2001 and 

2008. They show that systemically important financial institutions appear to outperform others in 

terms of both cost and profit without the need of taking more risks. This result holds even in 

concentrated markets, i.e., where there are few dominant banks and many others with small size 

in relation to the market.  

More recently, some authors have reconciled the conflicting findings of the empirical 

literature uncovering the presence of non-monotonicities in the relationship between banking 

market structure and financial stability. Using data for 8,235 banks in 23 developed nations, Berger 

et al. (2009) find that—consistent with the traditional ‘concentration stability’ view—banking 

systems with a higher degree of concentration proxied by the HHI have less overall risk exposure. 

However, the data also provides some support for the ‘concentration-fragility’ view—that 

concentrated markets increase loan portfolio risk. Cuestas et al. (2017) find an inverse U-shaped 

relationship between market concentration, proxied by market share, and stability, proxied by the 

z-score and loss reserves, for a sample of Baltic countries during 2000-14, in line with the 

theoretical predictions of Martinez-Miera and Repullo (2010).  

More formally, Bretschger et al. (2012) investigate the channels through which 

concentration affects financial stability in a large sample of countries. Using a two-stage binary 

response model, the authors find support for the hypothesis that stability is indirectly impacted by 

market structure via a profitability channel and a risk channel. More importantly, the authors find 

support for both the ‘concentration-stability’ hypothesis and the ‘concentration-fragility’ view, 

with varying effects between high- and low-income countries. However, the authors do not study 

the net effects of the two channels, which remain ambiguous.  

1.1.4 Summary 

Overall, both the country-level and the cross-country evidence yield mixed results on the 

relationship between concentration and stability, which does not clarify the ambiguity of the 

theory. However, with the exception of Bretschger et al. (2012), all studies examine the direct 

effect of concentration on financial stability whereas taking the theoretical literature seriously 

would mean to scrutinize the indirect impact of concentration on financial stability, the effects 
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which run via specific channels. Coupled with the recent theoretical and empirical evidence on the 

presence of non-monotonicities in the relationship between concentration and stability, this may 

imply that the channels identified in the theoretical literature through which market structure 

impacts financial stability may be at play simultaneously with varying magnitude, which may 

crucially depend upon the initial levels of concentration. To the best of our knowledge, none of 

the existing studies formally test for all channels operating simultaneously and, most importantly, 

for the relative strength of the channels at different levels of market concentration. This gap is 

addressed in Chapter 2. 

1.2 Predicting systemic banking crises 

The GFC has led researchers and policymakers around the world to put renewed efforts 

into understanding and predicting systemic banking crises. In doing so, the empirical literature 

concerned with predicting banking crises has been focusing on developing early warning systems 

(EWS), which seek to forecast future crises.  

The EWS literature can be classified into three waves. The first wave is generally 

descriptive while trying to identify some regularities in the run-up to the crises. Kindleberger 

(1978) discusses a large number of crises over a very long period of time and qualitative 

descriptions of U.S. crises of past decades have been presented, for example, by Friedman and 

Schwartz (1963). More recent descriptive analyses have been presented, for example, in Connor 

et al. (2012) for Ireland and the U.S., and in Reinhart and Rogoff (2008a) for advanced economies. 

The second wave of the EWS literature emerged once econometric analysis with panel data 

was possible. Here the occurrence of banking crises is modelled as a function of macroeconomic 

and financial variables. The breakthrough with the second wave was greatly facilitated by the 

instrumental contribution of Caprio and Klingebiel (1996, 2003), who produced the first database 

of banking crises in different parts of the world. The early pioneering studies of the second wave, 

including the widely-cited works of Kaminsky and Reinhart (1999) and Demirgüç-Kunt and 

Detragiache (1998), relied on Caprio and Klingebiel (1996, 2003) as a source of data. Most recent 

contributions include Bordo and Meissner (2012), Schularick and Taylor (2012) and Jordà et al. 

(2011), who combine data on old and new crises, with sample periods ranging from the late 19th 

to the 21st century. Recent contributions have also benefited from renewed attempts at building 

http://www.sciencedirect.com/science/article/pii/S0939362514000545#bib0130
http://www.sciencedirect.com/science/article/pii/S0939362514000545#bib0130
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consistent datasets of systemic banking crisis episodes, namely Laeven and Valencia (2008, 2012) 

and Reinhart and Rogoff (2009). 

The GFC has led to the emergence of a third wave of EWS literature. This literature 

typically compares the impact of the crisis on different countries and tries to explain the 

differences. The main focus is on the impact on either the financial sector (see Kauko, 2012; Kamin 

and DeMarco, 2012; Aizenman and Pasricha, 2012) or the real economy (Berkmen et al., 2012; 

Artha et al., 2011) or an extensive set of economic outcomes (Rose and Spiegel, 2011, 2012; 

Acosta-González et al., 2012; Frankel and Saravelos, 2010). 

1.2.1 The causes of banking crises2 

Before discussing methodological issues and early warning indicators of banking distress, 

it is useful to briefly review the theoretical literature on the causes of banking crises. There are two 

broad set of theories of banking crises: one puts emphasis on the liability side of the banking 

system balance sheet; the other focuses on the asset side. 

A first group of theories treat banking crises as depositor panics characterized by depositor 

withdrawals that puts pressure on the liquidity position of the bank (Friedman and Schwartz, 

1963). Such depositor runs can cause illiquidity at banks that are otherwise solvent. Such liquidity 

pressures can force banks to sell assets at fire sale prices, rendering the bank insolvent. If not 

prevented through policy, banking failures can become systemic, creating panics and contagion.  

Bank runs may or may not be associated with changes in the real economy. For example, 

Bryant (1980) and Diamond and Dybvig (1983) show that bank runs are self-fulfilling prophecies 

in an environment where consumption needs are unknown and long-term investments are costly 

to liquidate. Bank runs occur when depositors fear others will withdraw as well. In such models, 

banks are viewed as inherently unstable because they mostly finance long-term, illiquid assets with 

short term, redeemable deposits. However, bank runs can also occur in anticipation of economic 

downturns that will reduce the value of bank assets and raise the possibility that banks will not be 

able to meet their obligations fully and on time (Jacklin and Bhattacharya, 1988; Chari and 

                                                 

2 This section draws extensively from Laeven (2011).  
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Jagannathan, 1988; and Allen and Gale, 1998). Such crises are particularly likely when there is 

asymmetric information across depositors about forthcoming bank problems.  

Depositor panics are most damaging when they result in contagion, with liquidity pressures 

spreading through the banking system as failures of individual banks create externalities for the 

banking system as a whole. Contagion can arise from direct contractual linkages between banks, 

such as through interbank loans, or from indirect linkages, such as through balance sheet exposures 

to common shocks (Bhattacharya and Gale, 1987; Allen and Gale, 2000b).  

Traditional bank runs have been, however, infrequent since the onset of deposit insurance. 

In principle, credible deposit insurance can prevent bank runs (Diamond and Dybvig, 1983) and 

need not displace market discipline (Martinez Peria and Schmukler, 2001). Yet by reducing 

debtholder discipline deposit insurance can make banking systems less stable (Keeley, 1990; 

Calomiris, 1999; Demirgüç-Kunt and Detragiache, 2002; Demirgüç-Kunt et al., 2008). Although 

banking crises have been frequent since the adoption of deposit insurance, aggregate deposit 

withdrawals have rarely exceeded 10 percent of total deposits, with the exception of the Argentine 

crisis in 1989 crisis, when monthly deposit withdrawals reached 26 percent during a single month 

(Laeven and Valencia, 2008). With banks increasingly funding themselves in wholesale markets 

through uninsured non-deposit liabilities, modern bank runs typically involve the withdrawal of 

liquidity from uninsured debtholders in advance of traditional depositor withdrawals. The recent 

GFC can be characterized as having been triggered by such a wholesale bank run (Gorton, 2008).  

A second group of theories consider banking crises as originating from losses on the asset 

side of banks’ balance sheets that make banks insolvent. Losses generally follow a prolonged 

decline in asset quality and stem from adverse macroeconomic shocks, market failures, 

government interference, fraud or a combination of these factors. Most of these theories regard 

banking crises as a natural consequence of business cycles (Minsky, 1982; Gorton, 1998). Credit 

grows rapidly when the economy is booming, as investors turn more optimistic about the future 

and lending standards deteriorate. When economic conditions slow, a flight to quality causes a 

collapse in credit.  

The macroeconomic origins of banking crises lie in unsustainable macro policies, global 

financial conditions, and exchange rate misalignments (Lindgren et al., 1996). Expansionary 
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monetary and fiscal policies may spur lending booms, excessive debt accumulation, and 

overinvestment in real assets, causing deterioration in the quality of bank assets. Reinhart and 

Rogoff (2009) find that banking crises are typically preceded by credit booms and asset price 

bubbles. Such macroeconomic shocks can cause particularly severe bank distress in emerging 

markets that tend to borrow short-term foreign currency denominated debt. Currency or maturity 

mismatches in firms’ balance sheets can easily translate in losses for banks following exchange 

rate depreciations or increases in world interest rates, and large shifts in the terms of trade will 

impair the capacity of exporting firms to service their debts.  

Banking crises often follow collapses in asset prices. Asset price bubbles can arise for many 

reasons (Brunnermeier, 2001). One important factor is the amount of liquidity provided by the 

central bank as money or credit (Kindleberger, 1978). Indeed, banking crises often follow episodes 

of high inflation or low interest rates. In Diamond and Rajan (2009), liquidity shocks force banks 

to sell illiquid assets to repay short-term funds, leading to a sharp increase in interest rates and 

resulting in a decline in the net worth of the bank, ultimately leading to bank runs. Similarly, De 

Nicolo et al. (2010) and Dell’Ariccia et al. (2010) argue that low interest rates resulting from lax 

monetary policy induce banks to take on more risk, as banks shift to higher yielding assets, and 

increase bank leverage, thereby increasing bank fragility. Farhi and Tirole (2012) and Diamond 

and Rajan (2009) examine the role of monetary bailouts and collective moral hazard on banks’ 

liquidity decisions. When banks expect a bailout by the monetary authorities, they will tend to take 

on excessive liquidity risk.  

Distortions introduced by government intervention, rapid financial liberalization, and weak 

supervisory or regulatory policies, have often been a source of banking crises (Rochet, 2008; 

Caprio and Honohan, 2010). For example, under-priced deposit insurance, by removing depositor 

discipline, has been a particularly important factor in causing banks to take excessive risks 

(Bhattacharya and Thakor, 1993; Boot and Greenbaum, 1993; Laeven, 2002; Hovakimian et al., 

2003; Demirgüç-Kunt et al., 2008). Similarly, government-subsidized housing policies have often 

generated real estate booms, resulting in banking crises (Herring and Wachter, 2003). The U.S. 

mortgage crisis of 2007 or the crisis in Japan in the 1990s followed active government policy 

toward increasing home ownership.  
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Financial liberalization and deregulation has been a common precursor to banking crises 

(Drees and Pazarbasioglu, 1998; Kaminsky and Reinhart, 1999). Domestic financial liberalization 

expands the volume of credit, and this can lead to a bubble in asset prices (Allen and Gale, 2000c). 

Similarly, capital account liberalization, by inviting capital inflows, can generate credit booms and 

asset price bubbles (Ranciere et al., 2008). The post-1970 period during which many countries 

liberalized their financial markets and capital accounts has been unprecedented in terms of the 

frequency and severity of banking crises.  

Fraud has also been at the root of several large bank failures, some of which culminated in 

episodes of systemic distress (Caprio and Honohan, 2010). Banks are highly leveraged institutions 

and even relatively small incidents of fraud can cause insolvency. Famous examples of fraudulent 

behaviour by banks include Venezuela in 1994 and the Dominican Republic in 2003. The collapse 

of U.S. investment bank Lehman Brothers was in part also caused by accounting fraud.  

1.2.2 Early warning indicators3 

A relatively wide range of indicators, drawn from the theory of banking crises, is found to 

be useful in predicting the arrival of a banking crisis. First are credit-related variables. Two kinds 

of credit-based indicators have been most often used in crisis prediction, namely the credit-to-GDP 

ratio and the growth rate of real credit. Evidence on the predictive ability of these variables is not 

very robust. Using panel data, Davis et al. (2011) find that banking crises tend to be commonplace 

if the credit-to-GDP ratio is high, but this result proved to be particularly sensitive to the inclusion 

of additional variables. Hahm et al. (2011) and Joyce (2011) find that the level of the credit-to-

GDP ratio is not a robust crisis predictor in developing countries when controlled for banks’ 

foreign assets and liabilities. Similarly, Von Hagen and Ho (2007) do not find evidence that the 

ratio of private credit to GDP affects crisis probability. 

When it comes to the the growth rate of the credit stock, authors have found better results. 

Lag-length selection has become highly relevant for the results, with a few authors obtaining 

significant results when credit growth is lagged by two years or less. Jordà et al. (2011) find that 

over the period 1870–2008, the credit-to-GDP ratio grew quickly four years before the outbreak 

                                                 

3 This section draws extensively from Kauko (2014). 
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of a crisis. Demirgüç-Kunt and Detragiache (2000) find a statistical relationship between credit 

growth and crises with a two-year lag. Bunda and Ca’Zorzi (2010) obtain strong evidence of the 

relationship between credit growth lagged two years and a financial crisis (including both currency 

and banking crises). On the other hand, Barrell et al. (2011) find that credit growth lagged one year 

is not a particularly good predictor of crises in developed countries. 

In recent times, the trend deviation of the credit-to-GDP ratio has been much discussed as 

it will be the primary trigger for countercyclical capital requirements in the Basel III framework 

(see Basel Committee, 2010). Borio and Lowe (2002) are the first to use this variable and find 

evidence on the general tendency of the credit-to-GDP ratio to reach its maximal trend deviation 

about three years before the outbreak of a crisis. Drehmann et al. (2011) use the same method and 

the same explanatory variable and conclude that the trend deviation of the credit-to-GDP ratio 

seems to perform the best among ten different potential variables based on the noise-to-signal ratio. 

Most econometric analyses have found that banking crises are typically preceded by a 

current account deficit. Lo Duca and Peltonen (2013) find evidence on the role of the current 

account deficit in both developed and emerging economies. Kauko (2012) finds that a combination 

of rapid credit growth and a current account deficit made a national banking system more 

vulnerable in 2009. Rose and Spiegel (2012) obtain further evidence to support the view that the 

recent crisis was worse in countries with current account deficits than in surplus countries. Some 

other studies, however, present weaker evidence. For example, Roy and Kemme (2012) find that 

the current account is a good crisis predictor if and only if private debt and asset prices are omitted 

from the analysis. A current account deficit normally occurs simultaneously with a trade balance 

deficit. Kaminsky and Reinhart (1999) conclude that exports tend to be weak before a financial 

crisis, contributing to a foreign trade deficit.  

Kindleberger (1978) and Minsky (1977) focus on the role of asset price bubbles as drivers 

of financial instability. Reinhart and Rogoff (2008a) present some descriptive statistics and 

conclude that house price increases are regularly observed before banking crises. Connor et al. 

(2012) emphasise the role of the housing market in the build-up of risks in the U.S. and Ireland 

before the GFC. Econometric evidence on the predictive power of house prices has come almost 

exclusively from developed countries, primarily because of data availability. Drehmann et al. 
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(2011) find that the trend deviation of housing prices tends to peak about two years before the 

outbreak of a crisis. Barrell et al. (2010) find that an increase in housing prices predicts banking 

crises in developed countries with a lag of three years (Barrell et al., 2011). Bunda and Ca’Zorzi 

(2010) find that house price growth lagged one year is an excellent crisis predictor. Roy and 

Kemme (2011) find that real estate prices predict banking crises within a period of four years.  

The relationship between economic growth and banking crises seems somewhat unstable. 

In the short run, slow or negative growth is a worrying sign (see Beck et al., 2006; Davis et al., 

2011; Davis and Karim, 2008b; or Klomp and de Haan, 2009). According to Demirgüç-Kunt and 

Detragiache (1998, 2005), Angkinand and Willett (2011) and von Hagen and Ho (2007), economic 

growth has in most cases been slow immediately before a crisis. Davis and Karim (2008a) show 

that slow GDP growth predicts banking crises. On the other hand, Joyce (2011) and Domaç and 

Martinez Peria (2003) do not find any relationship. GDP growth may be rapid during the build-up 

phase, but the evidence is not unanimous.  

Results concerning the level of GDP per capita are not particularly robust either. Rose and 

Spiegel (2011), Aizenman and Pasricha (2012) and Kauko (2012) find that low-income countries 

were relatively mildly affected by the subprime-Lehman crisis. This contradicts some findings on 

earlier crises (Davis and Karim, 2008a; Domaç and Martinez Peria, 2003; Beck et al., 2006). 

Income inequality, on the other hand, has been a typical characteristic of pre-crisis eras (Roy and 

Kemme, 2012). 

Twin crises, i.e. simultaneous banking crises and collapses of fixed exchange rate regimes, 

have taken place mainly in emerging markets. By definition, exchange rates are key variables in 

studies on twin crises. According to Kaminsky and Reinhart (1999), a banking crisis normally 

precedes a currency collapse, but the currency collapse may worsen the banking crisis. Domaç and 

Martinez Peria (2003) and Husain et al. (2005) find that stable fixed exchange rate systems 

diminish the risk of crises in developing countries. Duttagupta and Cashin (2011) find that nominal 

depreciation of the domestic currency is a regular determinant of banking crises. On the other hand, 

Demirgüç-Kunt and Detragiache (1998, 2005), von Hagen and Ho (2007) and Beck et al. (2006), 

for example, do not find evidence of a statistically robust association between currency 

depreciation and the occurrence of crises. Dollarization of the financial system may render a 

http://www.sciencedirect.com/science/article/pii/S0939362514000545#bib0365
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country more vulnerable to banking crises, but the effect seems to be weak (Hong, 2006). In 

contrast, Duttagupta and Cashin (2011) identify bank liability dollarization as one of the main 

crisis determinants.  

Some results indicate that rapid inflation increases the risk of banking crises. However, this 

finding is not widely robust. Demirgüç-Kunt and Detragiache (1998, 2000) find that rapid inflation 

is associated with crises, but Davis and Karim (2008a), studying a sample consisting mainly of 

developing and emerging economies, find that the effect depends on the method and the precise 

definition of banking crisis. Joyce (2011) finds additional evidence on the impact of inflation on 

the occurrence of crises in emerging markets. Rose and Spiegel (2012) do not find a correlation 

between inflation and the severity of the GFC in cross-national comparisons. 

Banking sector liberalisation also seems to be a central variable. The probability of banking 

crises increases in the aftermath of liberalisation (Kaminsky and Reinhart, 1999; Demirgüç-Kunt 

and Detragiache, 1998). Evidence on permanent destabilising effects of liberalised capital inflows 

is presented by Ranciere et al. (2006). Noy (2004) finds that the abolition of domestic interest rate 

regulations is a risk factor in emerging and developing markets, but that a relaxation of the 

regulations on international capital mobility has no impact. 

There are relatively few papers that focus on the crisis prediction power of banks’ financial 

indicators such as profitability, solvency or liquidity. Barrell et al. (2010) show that a simple 

leverage indicator and a liquidity indicator are good predictors of future crises. Duttagupta and 

Cashin (2011) find further evidence of the role of liquidity. The deposits-to-loans ratio seems to 

be one of the best explanatory variables in analyses of the cross-national severity of the 2007–

2008 crisis (Kamin and DeMarco, 2012) as well as the probability of crises in Western Africa 

(Angora and Tarazi, 2011). 

The evidence is equally mixed for monetary aggregates. It is possible to find evidence of 

the impact of rapid growth of monetary aggregates on crisis occurrence among Asian countries in 

the 1990s (Davis et al., 2011). But Drehmann et al. (2011) find that M2 growth has not been a 

good crisis predictor in developed economies. Jordà et al. (2011) find that the amount of money 

relative to nominal GDP tended to be high four years prior to a crisis. Schularick and Taylor 

(2012), using similar data, reach the conclusion that the growth rate of monetary aggregates is a 
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weaker predictor of crises than credit aggregates. The M2 multiplier, i.e. the ratio of M2 to the 

monetary base, often grows substantially and reaches high levels before the outbreak of a banking 

crisis (Kaminsky and Reinhart, 1999; Demirgüç-Kunt and Detragiache, 1998, 2000; 

Büyükkarabacak and Valev, 2010). However, Joyce (2011) does not obtain evidence of the 

relevance of the money multiplier and Beck et al. (2006) find only weak evidence. 

High interest rates affect debtors’ solvency by weakening their financial viability and 

capacity to service debt. Demirgüç-Kunt and Detragiache (1998, 2000, 2002) and Evrensel (2008) 

conclude that high real interest rates systematically precede banking crises. Jordà et al. (2011) find 

that short-term real interest rates have no explanatory power as such, but that the difference 

between economic growth and real rates of interest does. Bordo and Meissner (2012) find that low 

interest rates promote credit cycles, leading to a heightened risk of a banking crisis. 

1.2.3 Methodological issues 

Since the early stages of the second wave of the EWS literature there have been two 

dominant methods for predicting the dichotomous banking crisis variable, namely the signals 

method and the binary regression. 

The signals method assumes that macroeconomic variables can safely fluctuate within 

certain boundaries, but beyond a threshold level the variation constitutes a menace to financial 

stability. The method was introduced in this literature by Kaminsky and Reinhart (1999) and has 

been used by Borio and Lowe (2002), Borio and Drehmann (2009) and Drehmann et al. (2011), 

among others. The threshold value is chosen to minimise the noise-to-signal ratio: the ratio of false 

alarms to all possible false signals divided by the ratio of correct alarms to all possible correct 

signals.4 For instance, one might conclude that the noise-to-signal ratio would have been 

minimised during the sample period if a crisis had been predicted whenever house prices increased 

by more than 10 percent a year. The variable with the lowest minimum noise-to-signal ratio has 

the strongest predictive power. One can impose the additional restriction that at least a certain 

percentage of crises must be predicted (see e.g. Borio and Drehmann, 2009). The signals method 

                                                 

4 The noise-to-signal ratio equals [B/(B+D)]/[A/(A+C)], where A, number of correct alarms; B, number of false 

alarms; C, number of crises without alarm and D, number of cases without alarm and without crisis. 
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allows strong nonlinearities between the explanatory variable and crisis occurrence (Alessi and 

Detken, 2011). A notable limitation of the method is that the basic version cannot be used to test 

the joint significance of several variables. Moreover, the method itself does not include any tests 

of statistical significance, so that significance testing must be performed separately. 

However, most second wave contributions have used binary regressions, particularly 

binomial multivariate logit and probit. The early pioneers Demirgüç-Kunt and Detragiache (1998, 

2000, 2002) use the binomial multivariate logit method. The same method, or comparable ones 

such as probit, have been used for instance by Ranciere et al. (2006), von Hagen and Ho (2007), 

Noy (2004), Angora and Tarazi (2011), Davis et al. (2011), Schularick and Taylor (2012), 

Angkinand and Willett (2011), Joyce (2011), Bunda and Ca’Zorzi (2010) and Lo Duca and 

Peltonen (2013). Under the binomial multivariate logit (probit) method, the banking crisis dummy 

is related to a vector of covariates to provide estimates of the probability of an incoming crisis.  

To analyse interaction effects of macro-financial variables, there have been attempts to 

integrate the signals approach and the binomial multivariate logit method through the use of the 

binary classification tree or binary recursive tree method (Duttagupta and Cashin, 2011; and Davis 

and Karim, 2008b). The binary classification tree is well suited for analyses of interaction effects. 

First, it is tested which variable has the strongest predictive power as a crisis predictor. The sample 

is split into two child nodes according to the values of the best explanatory variable. Then, each 

child node is split according to the variable that best divides it into crisis and non-crisis cases; the 

variable need not be the same one for both child nodes. In the following stage, the nodes are split 

again. 

The literature suggests that the empirical strategy based on the estimation of the binomial 

multivariate logit outperforms the signals approach. Demirgüç-Kunt and Detragiache (2000), 

Davis and Karim (2008a; 2008b) and Alessi et al., (2015) show that crisis probabilities estimated 

through the binomial multivariate logit exhibit lower type I (missed crises) and type II (false 

alarms) errors than the signals approach and therefore provide a more accurate basis for building 

an EWS.  

Although being an interesting step forward in the prediction of banking crises, the binomial 

multivariate logit method is not without drawbacks. The availability of large longitudinal datasets 

http://www.sciencedirect.com/science/article/pii/S0939362514000545#bib0150
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would suggest to make use of the desirable features of panel data techniques. In particular, the 

inclusion of country fixed effects in the empirical model would allow for the possibility that the 

dependent variable may change cross–country independently of the explanatory variables included 

in the regression, which is a reasonable assumption. In logit estimations, however, including 

country fixed effects would require omitting from the panel all countries that did not experience a 

banking crisis during the period under consideration (Greene, 2011). When it comes to building a 

EWS, this would imply disregarding a large amount of available information, since the number of 

countries that did not experience crisis is typically larger than that of countries that experienced a 

crisis. Furthermore, limiting the panel to countries with crises would produce a biased sample. An 

alternative strategy would be to estimate a logit model with random effects, since such a 

methodology would be compatible with using the entire data set. However, this model produces 

unbiased estimates only if the random effects are uncorrelated with the regressors, which is 

unlikely to be true in practice. Given these downsides and with all its limitations, estimating the 

logit model using the full sample but without fixed effects or random effects remains the preferred 

approach.  

Another potential drawback of the binomial multivariate logit approach is related to the 

presence of reverse causality. After the onset of a banking crisis, the behaviour of some of the 

explanatory variables is likely to be affected by the crisis itself. For instance, the credit stock, a 

typical early warning indicator as discussed in the previous section, is likely to fall as a result of 

the banking crisis. Another regressor that may be affected by the banking crisis is market 

concentration, which is likely to increase due to bank mergers and closures that often accompany 

banking sector rescue operations. Clearly, these feedback effects would muddle the relationships 

at stake. Researchers deal with this issue by either excluding from the sample crisis observations 

after the onset of a crisis (e.g. Demirgüç-Kunt and Detriagiache, 1998; Beck et al, 2006) or treating 

crisis years other than the first as non-crisis observations (e.g. Eichengreen and Arteta, 2000; Barell 

et al, 2010). 

While being a crude way to mitigate endogeneity (in addition to using lagged regressors), 

this approach forces the researcher to ignore information that is potentially valuable, especially in 

the case of prolonged systemic crises: most macro-financial indicators typically used in empirical 

EWSs are likely to display a different behaviour during a lengthy crisis relative to both tranquil 



28 

times and the first year of the crisis. Empirical results might be biased if the assumption that crisis 

years other than first can be treated as non-crisis years or dropped from the model is not valid. In 

the former case, crisis years are treated as tranquil periods. In the latter, any data in crisis years 

other than the first are discarded. In either case, potentially valuable information is not considered. 

In the context of currency crises this phenomenon is known as ‘post-crisis bias’: after the onset of 

the crisis, economic variables do not go back immediately to a ‘tranquil’ steady-state but take time 

to converge to equilibrium. To account for it, transition periods where the economy recovers from 

the crisis are explicitly modelled (Bussiere and Fratzscher, 2006).  

In the context of systemic banking crisis, the existence of some kind of post-crisis bias is 

even more likely to be present. On the one hand, banking crises are more persistent than currency 

crises as they tend to last longer (Babecký et al, 2013). On the other hand, due to the credit crunch 

and the generalized loss of confidence that typically accompany a banking crisis, economic 

recovery takes longer than after a currency crisis (Frydl, 1999). Put differently, since banking 

crises are typically long-lasting, in the period after the onset of the crisis the economy is still in a 

state of crisis, and hence relevant economic variables behave differently from both ‘equilibrium’ 

periods and the outbreak of a crisis.  

1.2.4 Summary 

Binary multivariate logit models have proved to be the most reliable EWS for systemic 

banking crises forecasting. Yet this method suffers from what has been called the ‘crisis duration 

bias’. i.e. the potential to obtain biased results stemming from the practice to either treat 

observation after the onset of a crisis as non-crisis years or drop them altogether from the model 

(Caggiano et al., 2014). One possible way to solve the ‘crisis duration bias’ is to use the 

multinomial logit model with three outcomes in the dependent variable: (i) the first year crisis 

regime when the crisis occurs; (ii) the crisis regime for crisis years subsequent to the first year of 

the crisis; and (iii) the tranquil regime for remaining observations (see Bussiere and Fratzscher, 

2006). Caggiano et al. (2014) show that multinomial logit models are better suited relative to 

alternative binomial logit models in predicting the arrival of a systemic banking crisis for a sample 

of low income countries, where the average duration of banking crises is longer than in other 

regions. To the best of our knowledge, however, there is no systematic analysis of the role played 
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by the duration of a systemic banking crisis in affecting the relative ability of multinomial and 

binomial logit models in correctly predicting the arrival of the crisis itself. This gap in the literature 

is addressed in Chapter 3. 
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2 BANKING MARKET STRUCTURE AND FINANCIAL 

STABILITY: NEW EVIDENCE 

This Chapter investigates the indirect effects of banking market concentration on financial 

stability. Bank concentration affects financial stability through specific channels, whose 

magnitude may depend upon initial levels of concentration. Using a sample of 68 countries from 

1997 to 2015, this Chapter present a unified empirical framework to investigate and test for the 

simultaneous presence of the channels through which concentration impacts financial stability. 

Results show that at relatively low levels of concentration, increased concentration makes the 

banking system more stable via the charter value channel. At relatively high levels of 

concentration, increased concentration makes the banking system more fragile via the interest rate 

channel, the diversification channel and the ease of monitoring channel. For intermediate levels 

of concentration, the channels cancel each other out and concentration has no significant effect on 

financial stability.  

2.1 Introduction 

The GFC has reignited interest among policymakers and academics in the relationship 

between concentration in the banking sector and financial stability as the market structure may 

have played a role in the run up to the financial crisis. More importantly, there are concerns that 

the problem of banks considered ‘too-big-to-fail’ has gotten worse since 2008, potentially sowing 

the seeds of a future financial crisis. Yet despite a growing body of theoretical and empirical 

research, there is still no consensus on whether concentrated banking systems lead to more (or 

less) financial stability. 

Banking market concentration affects financial stability through four main channels. First 

is the charter value channel. Proponents of the so called ‘concentration-stability’ view posit that 

concentration may signal less competition and hence greater market power and profits. Higher 

bank margins, in turn, boost the charter value of banks, thus decreasing incentives for risk-taking 

and ultimately making the banking system less prone to crisis (Boot and Greenbaum, 1993; 

Besanko and Takor, 1993; Hellman et al., 2000; Allen and Gale, 2000; Matutes and Vives, 2000). 



31 

A second channel though which concentration affects financial stability is the interest rate 

channel. Advocates of the so called ‘concentration-fragility’ view acknowledge that concentrated 

markets lead to higher bank market power and higher profits. However, higher market power 

allows banks to charge higher interest rates to borrowers, which in turn increases the incentive of 

borrowers to assume greater risks and, ultimately, makes the banking system less stable (Boyd and 

De Nicoló, 2005).5 

Third, banking market concentration has a bearing on financial stability through the 

diversification channel. However, the sign of the relationship is ambiguous. On the one hand, 

concentrated banking systems may entail larger banks with more diversified portfolios due to 

economies of scale in intermediation, thus increasing stability, in line with the ‘concentration-

stability’ view (Diamond, 1984; Ramakrishnan and Thakor, 1984; Boyd and Prescott; 1986; 

Williamson; 1986; Allen, 1990). On the other hand, larger banks may be implicitly protected by 

‘too-big-to-fail’ policies that intensify risk-taking incentives and hence increase banking system 

fragility, overcoming diversification advantages, in line with the ‘concentration-fragility’ 

hypothesis (O’Hara and Shaw, 1990; Boyd and Runkle, 1992; Mishkin, 1999; Acharya et al., 

2012). Further, having larger banks in a concentrated banking system could also increase contagion 

risk, leading to more instability (Saez and Shi, 2004). 

Finally, concentration affects stability through the ease of monitoring channel. Like the 

previous channel, there is no prior on the sign of the relationship. If a more concentrated banking 

system implies a smaller number of large banks, this might reduce the supervisory burden and thus 

enhance overall banking system stability, as suggested by the ‘concentration-stability’ hypothesis 

(Allen and Gale, 2000). The countervailing argument is that if bank size is positively correlated 

with complexity then a relatively small number of large banks are harder to monitor than small 

banks hence increasing the fragility of the banking system, in line with the ‘concentration-fragility’ 

view (Beck et al., 2007). 

                                                 

5 The contrasting effects of the charter value channel and the interest rate channel have been recently reconciled in 

models that show a non-monotonic relationship between concentration and financial stability (see Martinez-Miera and 

Repullo, 2010). 
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The empirical literature, which is mostly concerned with measuring the direct impact of 

concentration on stability, does not clarify the ambiguity of the theoretical predictions. On the one 

hand, there is ample evidence that concentrated banking markets may increase financial stability 

(Keeley, 1990; Demirgüç-Kunt and Detragiache, 2002; Beck et al., 2006; Chang et al., 2008; 

Evrensel, 2008); on the other hand, as theory predicts, concentrated banking markets may also 

contribute to financial instability (De Nicoló et al., 2003; Boyd et al., 2006; Schaeck et al., 2009; 

Uhde and Heimeshoff, 2009; Mirzaei et al., 2013; IJtsma et al., 2017). In concentrated markets, as 

banks get larger and more diversified they may increase the risks of their portfolios, or strategically 

choose to operate at a closer distance to default (Chong, 1991; Hughes and Mester, 1998; De 

Nicoló, 2000; Boyd et al., 2006). Larger banks also become subject to internal inefficiencies and 

increased operational risk (Beck et al., 2006; Cetorelli et al., 2007; Laeven and Levine, 2007).  

More recently, some authors have reconciled the conflicting findings of the empirical 

literature uncovering the presence of non-monotonicities in the relationship between banking 

market structure and financial stability (Berger et al., 2009; Bretschger et al., 2012; Beck et al., 

2013; Carbó Valverde et al., 2013; Jimenez et al., 2013; Cuestas et al., 2017). This may imply that 

the channels identified in the theoretical literature through which market structure impacts 

financial stability are at play simultaneously with varying magnitude, which crucially depend upon 

the initial levels of concentration.  

Against this background, this Chapter aims to provide new evidence on the complex 

interaction between banking market concentration and financial stability, contributing to the 

ongoing policy debate on structural reforms in the banking sector. In particular, our contribution 

to the current academic and policy debate on banking market structure and stability is the 

following: using panel data, we present a unified empirical framework to study whether the 

structure of the banking market, proxied by the degree of concentration in the market, affects 

financial stability, measured by the probability of both systemic and non-systemic banking crisis, 

via the simultaneous presence of the channels suggested by the economic theory of banking, and 

whether the magnitude of these effects change with the degree of concentration in the banking 

sector.  
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To the best of our knowledge, only a few studies have estimated the impact of market 

structure mediated by the channels highlighted in the theoretical literature. Bretschger et al. (2012) 

investigate the effect of banking market concentration on banking, currency and sovereign crises, 

testing for the presence of both the charter value channel and the interest rate channel, and finding 

evidence for both channels operating simultaneously. The net effect of the two channels is, 

however, left ambiguous. Beck et al. (2007) experiment with the diversification channel and the 

ease of monitoring channel and find evidence for only the diversification channel to play a role in 

affecting banking system stability through concentration. However, none of the existing studies 

formally test for all channels operating simultaneously and, most importantly, for the magnitude 

of the channels at different levels of market concentration. This Chapter contributes to address this 

gap, shedding new light on the (indirect) effect of concentration on financial stability.  

Our empirical analysis rests on a dataset comprising available cross-country, annual 

observations for 68 countries over the period 1997-2015. Data on systemic and non-systemic 

banking crises are taken from an updated version of the Reinhart and Rogoff (2009) dataset. Crisis 

data are given by a binary dummy which takes value of one if country i at time t has entered a 

crisis and zero otherwise. The data cover 42 crises episodes. Concentration is measured by the 

share of banking assets held by the three largest banks, but we also study the impact of an 

alternative concentration measure such as the share of banking system assets concentrated in the 

five largest banks. To proxy for the channels through which market concentration affects financial 

stability, we use the following variables: bank return on assets (ROA) for the charter value 

channel; real lending rate for the interest rate channel; bank foreign assets plus bank foreign 

liabilities to banking system assets for the diversification channel; and the number of banks for the 

ease of monitoring channel. Following existing benchmark cross-country studies (for example, 

Beck et al., 2006), we estimate a binomial logit model and control for the following variables: real 

GDP growth, inflation, nominal exchange rate depreciation, current account balance, real domestic 

credit growth, and real GDP per capita. We disentangle the channels through which concentration 

affects financial stability by estimating a model where proxies for the charter value channel, the 

interest rate channel, the diversification channel and the ease of monitoring channel are included 

and are allowed to interact with the level of concentration. 
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We find that all channels through which market concentration affects financial stability 

operate simultaneously, with varying magnitude that crucially depends upon the initial levels of 

concentration. In particular, we find strong evidence that at relatively low levels of concentration 

the charter value channel dominates: increased concentration leads to improved financial stability. 

At relatively high levels of concentration, the interest rate channel, the diversification channel and 

the ease of monitoring channel all dominate, and increased concentration leads to more financial 

instability. However, while we find strong support for the interest rate channel, we find somewhat 

weaker evidence for the diversification channel and the ease of monitoring channel. For 

intermediate levels of concentration, the channels cancel each other out and concentration has no 

significant impact on banking system stability. Several robustness checks, including alternative 

proxies for the channels, an alternative measure of concentration, a different subsample, and 

different econometric models confirm our findings.  

This Chapter is structured as follows. Section 2 provides a description of the data and the 

econometric methodology while section 3 shows our main results. Section 4 presents a battery of 

sensitivity tests. Section 5 concludes. 

2.2 Data and methodology 

2.2.1 Data 

Our dataset is composed by annual observations from 68 countries over the period 1997-

2015. Both the sample composition and time period are driven by data availability. We take 

information concerning financial stability from an updated version of the Reinhart and Rogoff 

(2009) database.6 Reinhart and Rogoff (2009) mark a banking crisis by two types of events: (i) 

bank runs that lead to the closure, merging or takeover by the public sector of one or more financial 

institutions, and (ii) in the absence of bank runs, the closure, merging, takeover or large-scale 

government assistance of an important financial institution (or groups of financial institutions) that 

marks the start of similar outcomes for other financial institutions. This classification provides us 

with 42 annual crisis observations, comprising 25 systemic crisis episodes (severe financial 

distress, in the authors’ definition) and 17 non-systemic crises (milder financial distress) in 38 

                                                 

6 Available at http://www.hbs.edu/faculty/initiatives/behavioral-finance-and-financial-stability/Pages/global.aspx.  

http://www.hbs.edu/faculty/initiatives/behavioral-finance-and-financial-stability/Pages/global.aspx
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countries, which gives an in-sample frequency of crises of 3.6 percent, which is in line with similar 

studies (e.g. Barrell et al., 2010) and within acceptable bounds for the style of analysis. 

Dating banking crises is not without drawbacks. Crises can be classified too late, because 

the financial problems usually begin well before a bank (or a group of banks) is finally closed or 

merged, or too early, because the worst of a crisis may come later. Moreover, unlike other types 

of financial crises such as external debt crises, which have well defined closure dates, it is difficult 

if not impossible to pinpoint the year in which a banking crisis ended. For these reasons, and 

because we are mostly concerned with investigating the effect of market concentration on the 

arrival of a banking crisis (i.e. the switch between non-crisis and crisis states), our binary crisis 

variable takes value of one if country i at time t enters into a crisis and zero otherwise. In other 

words, as in other studies (see, for example, Barrel et al., 2010), we treat crisis years other than the 

first (i.e. when the crisis arrives) as tranquil times. Such an approach, as well as the use of lagged 

control variables (see below) also allows us to control for potential endogeneity between 

concentration and banking crisis, as bank failures typically modify the structure of the banking 

sector (Perotti and Suarez, 2002).  

Our baseline measure of market structure is the aggregate share of banking assets held by 

the three largest banks. Market structure should ideally be measured by relevant product and 

geographic markets; however, such disaggregated data are often not available, and most measures 

cannot be computed separately for these submarkets. Therefore, as is common in the cross-country 

literature, we resort to an aggregate measure of concentration. To test the validity of our main 

findings, we also use an alternative indicator of concentration such as the share of total banking 

assets held by the largest five banks.  

To proxy for the channels through which market concentration affects financial stability, 

we use several indicators, in line with previous studies (see Bretschger at al., 2012; and Beck et 

al., 2007). The ‘concentration-stability’ hypothesis assumes that market concentration affects 

systemic stability or, put differently, the probability of a banking crisis, through higher profits. 

We, therefore, proxy the charter value channel by a standard measure of bank profitability in the 

literature: the return on assets (ROA). The ‘concentration-fragility’ view suggests that the effect 

of higher concentration works through loan rates. Accordingly, we use the real lending rate charged 
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by banks to the private sector as a proxy for the interest rate channel. Concentrated banking 

systems are typically more diversified than banking systems composed of many small banks. 

Therefore, to proxy for diversification channel we construct a measure of cross-border financial 

activity such as the sum of banks’ gross external assets and liabilities relative to total banking 

system assets. Finally, higher market concentration usually entails a small number of large and 

diversified banks hence we proxy the ease of monitoring channel by the number of banks in the 

country. We provide robustness checks using alternative indicators for the four channels.  

Control variables reflect what the theory of the determinants of systemic banking crises 

suggests, and include the most common predictors of banking crisis found in the empirical 

literature (see Kauko, 2014, for a review). A first group of covariates captures macroeconomic 

developments which can have a direct impact on the performance of the banking system, especially 

on the quality of assets and the level of nonperforming loans. This group of variables includes real 

GDP growth and inflation. A second set of control variables reflect structural characteristics of the 

banking system such as the exchange rate depreciation and the current account balance, which 

measure the degree of vulnerability of the banking system to currency mismatch and to sudden 

capital outflows, respectively. Credit growth is also included to reflect the risk that high rates of 

credit expansion may fuel an asset bubble which can ultimately lead to a banking crisis. Finally, 

we control for the level of economic development by including the real GDP per capita. To control 

for potential endogeneity of the regressors, we lag all variables by one year. Moreover, to help 

interpret how concentration transmits to financial stability through the channels we standardize all 

variables. 

Table 1 provides summary statistics for all variables included in our empirical analysis 

while Table 2 presents the correlation matrix. Appendix A presents data sources and definitions 

while Appendix B provides the list of countries with related crisis periods. 
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2.2.2 Methodology 

To investigate the relationship between concentration and banking system instability, we 

estimate a binary logit model that is robust to heteroscedasticity (see, for example, Beck et al., 

2006).7  

In the logit model, the probability of a banking crisis is assumed to be a function of a vector 

of potential explanatory variables. Let 𝑃𝑡,𝑖  denote a dummy variable that takes value of one if at 

time t country i is experiencing a banking crisis and zero otherwise. Let 𝜷 be the vector of 

parameters to be estimated, and 𝐹(𝜷′𝒙𝑡,𝑖) the cumulative probability distribution function, 

assumed to be logistic. Then, the log-likelihood function of the model that must be maximized is: 

(1) 𝐿𝑛(𝐿) = ∑ ∑ {𝑃𝑡,𝑖𝑙𝑛[𝐹(𝜷′𝒙𝑡,𝑖)] + (1 − 𝑃𝑡,𝑖)𝑙𝑛[1 − 𝐹(𝜷′𝒙𝑡,𝑖)]}.𝑛
𝑖=1

𝑇
𝑡=1  

It must be noticed that while the signs of the coefficients can be easily interpreted as 

representing an increasing or a decreasing effect on crisis probability, their values are not as 

immediate to interpret. As Eq. (1) shows, the coefficients on 𝑥𝑡,𝑖 reflect the impact of a change in 

the correspondent explanatory variable upon ln(𝑃𝑡,𝑖/(1 − 𝑃𝑡,𝑖)), not on 𝑃𝑡,𝑖, with the magnitude of 

the impact depending on the slope of the cumulative distribution function evaluated at 𝜷′𝒙𝑡,𝑖 . 

Therefore, the magnitude of the change depends on the initial value of the variables and their 

coefficients. This is ideal, given the focus of this Chapter. 

Differently from most of the existing studies, we are interested in the effect of market 

concentration on banking instability mediated by the channels identified in the theoretical 

literature. To do so, we augment our baseline logit model with interaction terms between the 

channel variables and concentration, and evaluate the interaction effects of our channels at 

different levels of concentration, i.e. we estimate the marginal effects of the different channels 

conditional upon different selected percentiles of the concentration distribution. 

                                                 

7 Since observations within each country group may also be correlated, we relax the assumption that errors are 

independent within each country observations. We present robustness tests below.  
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2.3 Results 

We begin our empirical strategy by estimating a binary logit specification as in other 

studies (e.g., Beck et al., 2006). Results are reported in Table 3, column (1). We find that 

concentration enters with a significant negative coefficient. While not original and only suggestive, 

our results lend support to the view that concentrated banking systems are less vulnerable to 

instability, in line with other studies (Keeley, 1990; Demirgüç-Kunt and Detragiache, 2002; Beck 

et al., 2006; Chang et al., 2008; Evrensel, 2008; Uhde and Heimeshoff, 2009). Though our variable 

of interest is concentration, we find that exchange rate depreciation and current account balance 

enter negatively and significantly, suggesting that an appreciation of the currency, probably 

leading to overinvestment in non-tradable sectors, and vulnerability to capital outflows are 

predictors of banking system instability. We also find that inflation and credit growth enter the 

regression positively and significantly, suggesting that inflationary bursts and a domestic credit 

boom are associated with banking problems.  

We want to test, however, the indirect effect of concentration on banking system instability 

so next we augment the previous specification with four empirical proxies of the specific channels 

through which market structure affects financial instability, i.e. a measure of bank profitability 

(ROA), the real lending rate, a proxy for banking system cross-border activity, and the number of 

banks in each country. While imperfect, these measures are in line with similar studies (Bretschger 

et al., 2012; Beck et al., 1997). Results are reported in Table 3, column (2). We find that all but 

one channel variables enter the regression significantly. The ROA is negative and statistically 

significant, in line with the hypothesis that countries with more profitable banks are less prone to 

financial instability. At the same time, we find that the real lending rate enters positively and 

significantly, consistently with the view that high interest rates make borrowers riskier, leading to 

a higher probability of banking crisis. On the other hand, cross-border financial activity (our 

measure of diversification) enters with a significant positive coefficient, supporting the ‘too-big-

to-fail’ argument. Larger and more diversified banks may be induced to take higher risks, leading 

to higher banking system instability. The (log) number of banks enters with the positive sign, 

suggesting that a relatively small number of banks may be easier to monitor, enhancing stability. 

However, this variable is not significant at standard confidence intervals. Interestingly, the 

inclusion of the channel variables makes the coefficient associated with concentration 
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insignificant. We take this as evidence in favor of our hypothesis that market concentration has an 

indirect effect on banking system stability: the distinct impact of concentration on the probability 

of a banking crisis disappears once the channels highlighted by the theory, i.e. the charter value 

channel, the interest rate channel, the diversification channel and the ease of monitoring channel 

are allowed to play a role.  

The next and crucial step of our empirical strategy is to examine whether the effects of the 

four different channels identified in the theoretical literature depend upon the level of 

concentration. Our intuition is that the effect of concentration on banking system instability that 

we find in our baseline regression, i.e. that higher banking market concentration makes the system 

less vulnerable to crisis, is induced by the channels, whose magnitude varies with the level of 

concentration. To test for this, we add to the regression model interactions terms between the four 

channels and the concentration variable.  

Estimation results for this model are reported in Table 3, column (3). In a logit model, the 

sign of the interaction term does not necessarily indicate the sign of the marginal effect, which 

could be different from zero even if the coefficient of the interaction term is zero. Moreover, the 

statistical significance of the interaction effect cannot be tested with a simple t-test on the 

coefficient of the interaction term (Ai and Norton, 2003). Therefore, we present a test for joint 

significance of the effects of concentration working via our proxies for the channels (ROA, real 

lending rate, cross-border financial activity and number of banks) as well as a test for joint 

significance of all these regressors.  

More importantly, given our interest in evaluating the effects that concentration has on 

banking instability via the channels that we have identified, we calculate the marginal effects of 

the four channels on banking system instability computed at different percentiles of concentration. 

Results, reported in Table 4, suggest that the four channels are at work simultaneously, and have 

an impact on the probability of crisis that crucially depends upon the level of concentration.  

Table 4, column (1) shows that the charter value channel, proxied by the ROA, is 

negatively related to banking system instability: the lower the level of concentration in the banking 

sector, the higher the bottom line profitability of the banking sector and the lower the likelihood 

of a banking crisis. The marginal effect of the ROA is always negative, its magnitude decreases 
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with the level of concentration and becomes insignificant at relatively high levels of concentration. 

Table 4, column (2), shows that the interest rate channel is at work as well. The real lending rate 

is positively related to our banking crisis dummy, implying that more concentrated banking 

systems lead to a higher cost of money for borrowers, thereby increasing fragility in the system. 

The marginal effect of the real lending rate is always positive, its magnitude increases with the 

levels of concentration and it is statistically insignificant at relatively low levels of concentration. 

Table 4, column (3), presents results for the diversification channel. Except for very low levels of 

concentration, the cross-border financial activity used as a proxy for the channel, is positively 

related to banking instability, meaning that the higher the concentration of the banking market, the 

more banks become diversified and the more likely is the system to experience a crisis. The 

magnitude of the channel increases with the level of concentration and is significant only at 

relatively high levels of concentration. Finally, Table 4, column (4), shows that the number of 

banks, which proxies the ease of monitoring channel, is positively related to instability: the higher 

the level of concentration, the more complex becomes to supervise banks, increasing the likelihood 

of crisis. The coefficient of the number of banks is always positive, its magnitude increases with 

the level of concentration, and is always statistically significant, except for very low and very high 

levels of concentration.  

One interesting feature of the results reported in Table 4 is that for concentration values 

between the 30th and the 60th percentile of its distribution─corresponding to in-sample 

concentration ratios of 55 percent and 73 percent, respectively─the marginal effects of ROA, real 

lending rate and number of banks are all significant with opposite sign, i.e. the marginal effect of 

ROA is positive, while the marginal effects of real lending rate and number of banks are both 

negative. To gauge a clearer conclusion about what effects dominate, Table 4, column (5), reports 

the LM-type test statistic for the null hypothesis that the sum of the marginal effects equals zero 

along with the estimated standard errors. Negative and significant values of the test statistic would 

signal that the null hypothesis can be rejected and that the charter value channel dominates. 

Similarly, positive and significant values of the test statistic would signal that the null hypothesis 

can be rejected and that the interest rate channel and the ease of monitoring channel dominate. 

Results show that the test statistic is significant and with the positive sign only at the 60th percentile 

of the concentration distribution, implying that the interest rate channel and the ease of monitoring 

channel both dominate the charter value channel. For intermediate levels of concentration, the 
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effects with opposite sign cancel each other out and concentration has no significant effect on 

banking system instability.  

Overall, results in Table 4 show that concentration affects banking system instability via 

the channels identified in the literature, with the cumulative effect crucially depending upon the 

level of concentration itself. In the left tail of the distribution (20th percentile and below), further 

increasing concentration in the banking sector reduces financial instability via the charter value 

channel. When concentration in its right tail (60th percentile and above), further increasing 

concentration increases financial instability via the interest rate channel, the diversification 

channel and the ease of monitoring channel. For intermediate levels of concentration (between the 

30th percentile and the 50th percentile), the channels cancel each other out and the structure of the 

market has no meaningful impact on financial stability. Our results provide, therefore, support for 

both the ‘concentration-stability’ view and the ‘concentration-fragility’ view, and show that the 

prevalence of one or another critically depends upon the initial levels of concentration.  

2.4 Robustness analysis 

Our results may be driven by a number of modelling choices, including the variables used 

as proxies for the channels, the measure of concentration used, the sample period and the 

econometric specification. This section presents results from several robustness checks.  

First, we use different proxies for the channels. Our results may reflect the specific 

variables selected to proxy for the different channels through which concentration affects banking 

system instability. Therefore, we run our regression and calculate marginal effects at different 

values of concentration using the following alternative indicators: return on equity (ROE) for the 

charter value channel; the deflated lending rate for the interest rate channel; a measure of income 

diversification such as the Herfindahl Hirschman Index (Mercieca et al., 2007) for the 

diversification channel;8 and a measure of regulatory restrictions on the ability of banks to engage 

in securities markets, insurance and real estate activities for the ease of monitoring channel. 

Results, which are reported in Tables 5─8, broadly confirm our findings: for relatively low levels 

                                                 

8 A lower HHI of income diversification signals higher diversification and hence we would expect a negative sign for 

this variable if the results of the baseline proxy for the diversification channel (cross-border financial activity) were 

confirmed. 
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of concentration, increasing concentration reduces the probability of banking crises through the 

charter value channel; for relatively high levels of concentration, increasing concentration makes 

the baking system more fragile. However, while results confirm a strong effect of the interest rate 

channel, they provide somewhat weaker evidence that both the diversification channel and the 

ease of monitoring channel are at play as well.  

As additional robustness check, we investigate the sensitivity of our results to using an 

alternative indicator of market concentration: the share of banking system assets held by the five 

largest banks. Table 9 reports the results, which confirm our findings. We also investigate the 

robustness of our results to a different sample period. Specifically, given that one-third of crisis 

episodes in our sample are related to the GFC, we investigate whether our results are driven by the 

GFC. In Table 10, we run our regression dropping all observations after 2007. We continue to find 

that the charter value channel is at play for relatively low levels of concentration, while the interest 

rate channel, the diversification channel and the ease of monitoring channel are at play for 

relatively high levels of concentration. 

A final test concerns the model specification. So far, we have allowed for heteroscedasticity 

of errors and corrected for it, assuming that errors are independent. However, given that we use 

panel data, the within-country error terms may be correlated with each other. To control for the 

fact that omitted country-level characteristics might cause correlation of the error terms within-

countries, we allow for clustering within countries. Results, presented in Table 11, confirm our 

main findings.9  

2.5 Concluding remarks 

This Chapter presents a unified empirical framework to investigate the channels through 

which bank concentration impacts financial stability, and test for their effects at different levels of 

concentration. Using data for 68 countries during 1997-2015, we estimate a logit model where 

                                                 

9 We also estimate a logit model with random country effects and use alternative estimators such as probit, cloglog 

and LPM. Results, which are not reported for brevity but are available upon request, do not differ significantly from 

our main findings.  
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interaction effects between our proxies for the channels and our concentration measure are 

included and evaluated at different levels of concentration. 

Our results show that the channels through which concentration affects banking system 

operate simultaneously with varying magnitude that crucially depends upon the initial levels of 

concentration. For levels of concentration up to the 20th percentile of its distribution, corresponding 

to a concentration ratio of 47 percent in our sample, the marginal impact of concentration on 

banking system instability is negative, and the charter value channel dominates: from here, 

increasing concentration reduces the likelihood of banking crisis. When concentration hits a given 

threshold, which we estimate at around the 60th percentile of its distribution or concentration ratio 

of 73 percent in our sample, the marginal impact of concentration on instability becomes positive, 

and the interest rate channel, the diversification channel and the ease of monitoring channel 

prevail. For concentration values in between these thresholds values, the channels cancel each 

other out and concentration does not significantly affect financial stability. Therefore, our results, 

which survive several robustness checks, lend support to both the ‘concentration-stability’ view 

and the ‘concentration-fragility’, clarifying and measuring the net effects played by the channels.  
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Appendix A: Regression tables 

Table 1 – Summary statistics 

 

 

Variable Obs Mean Std. Dev. Min Max

Banking crisis 1,292         0.03 0.18 0.00 1.00

Log GDP per capita 1,292         9.03 1.38 5.52 11.43

GDP growth 1,292         3.61 3.47 -7.82 15.24

FX depreciation 1,289         5.76 21.78 -16.95 206.48

Inflation 1,292         7.54 13.16 -5.26 115.53

Current account balance 1,287         -0.43 6.67 -19.12 24.74

Credit growth 1,247         7.46 14.34 -40.14 76.66

Concentration 1,263         67.07 20.46 17.29 100.00

ROA 1,272         1.00 1.33 -5.97 5.76

ROE 1,272         11.77 13.70 -74.30 67.23

Real lending rate 1,270         6.45 9.47 -32.54 55.43

Nominal lending rate 1,204         14.59 14.31 1.04 95.97

Cross-border financial activity 1,231         0.00 1.00 -0.64 8.11

Income diversification index 1,274         58.38 9.18 50.00 97.18

Log #banks 1,292         3.85 1.22 1.31 8.79

Activity restrictions 1,292         7.26 1.70 3.25 11.25
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Table 2 – Correlation matrix 

 

 

Banking 

crisis

Log GDP 

per capita

GDP 

growth

FX 

deprec.
Inflation

Current 

account 

balance

Credit 

growth
Concentr. ROA ROE

Real 

lending 

rate

Nominal 

lending 

rate

Cross-

border 

financial 

activity

Income 

diversif. 

index

Log 

#banks

Activity 

restric.

Banking crisis 1

Log GDP per capita -0.0049 1

GDP growth 0.021 -0.3042* 1

FX depreciation -0.0268 -0.1203* -0.1647* 1

Inflation 0.0294 -0.2681* 0.0654*  0.6143* 1

Current account balance -0.0502* 0.2478* 0.0263 -0.0154 -0.0163 1

Credit growth 0.0675* -0.1024* 0.3768*  -0.1127* -0.0796* -0.0818* 1

Concentration -0.0443 0.1564* -0.0232 -0.0234 -0.0402 0.1064* 0.029 1

ROA -0.0491* -0.2436* 0.3152* -0.1199* 0.1249* -0.0766* 0.2800* -0.0641* 1

ROE -0.0226 -0.1873* 0.3044* -0.0316 0.1718* -0.0738* 0.2747* -0.0018 0.7735* 1

Real lending rate 0.0241 -0.1500* -0.0636* -0.1296* -0.3400* -0.2082* 0.1061* -0.0520* 0.001 -0.0823* 1

Nominal lending rate 0.0486* -0.3809* 0.0022 0.4879* 0.6619* -0.1601* -0.0046 -0.0818* 0.0954* 0.0744* 0.4352*  1

Cross-border financial activity 0.0436 0.3950* -0.1051* -0.0666* -0.1385* 0.0687* -0.0512* 0.1275* -0.1421* -0.1028* -0.0817* -0.1788* 1

Income diversification index -0.0378 -0.1055* 0.0114  ` -0.0067 -0.0198 -0.0132 -0.0517* 0.0696* -0.0074 -0.0182 -0.0218 -0.0336 -0.0467 1

Log #banks 0.0386 0.5256* -0.1135* -0.0515* -0.1368* 0.2196* -0.0777* -0.2602* -0.1713* -0.1346* -0.1581* -0.2722*  0.2157* -0.1032 1

Activity restrictions -0.0181 -0.3979* 0.1922*  0.0805* 0.1657* -0.1735* 0.0766* -0.2073* 0.1203* 0.0780* 0.0452 0.1935* -0.2841* 0.0587* -0.2024* 1

* Indicates signficance at the 10% level.
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Table 3 – The indirect impact of concentration on banking system instability 

(1) (2) (3)

Coeff. Coeff. Coeff.

s.e. s.e. s.e.

Constant -3.5473*** -3.6930*** -3.7504***

0.1773 0.1918 0.2100

Log GDP per capita 0.2209 0.0002 -0.0056

0.2132 0.2861 0.2984

GDP growth -0.1001 0.0438 0.0033

0.1902 0.1940 0.2006

FX depreciation -0.7688*** -0.9484*** -0.9488***

0.2947 0.3157 0.3405

Inflation 0.5625*** 0.7286*** 0.7778***

0.1470 0.2009 0.2181

Current account balance -0.3509* -0.3754* -0.4988**

0.1929 0.2142 0.2466

Credit growth 0.3618*** 0.4146** 0.4458***

0.1117 0.1372 0.1301

Concentration -0.2758* -0.2242 -0.3258

0.1668 0.2371 0.2507

ROA -0.4559*** -0.3962**

0.1445 0.1645

Real lending rate 0.2666** 0.4537***

0.1062 0.1641

Cross-border financial activity 0.2212* 0.1591

0.1270 0.1431

Log #banks 0.3117 0.6279**

0.2226 0.2871

17.46***

0.0016

20.39***

0.0011

5.1300

0.2741

25.14***

0.0028

Observations 1,212 1,162 1,162

Log pseudolikelihood -176.34 -164.17 -161.38

Wald chi2 36.34 42.55 49.12

Prob > chi2      0.0000 0.0000 0.0000

Pseudo R2 0.0509 0.0914 0.1068

The logit probability model estimated in specification (1) is Banking Crisis[Country = j,T ime = t] = α + β1 Log GDP per 

capitaj,t-1 + β2 Real GDP growthj,t-1 + β3 FX depreciationj,t-1 + β4 Inflationj,t-1 + β5 Current account balancej,t-1 + 

β6 Credit growthj,t-1 + β7 Concentrationj,t-1 + εj,t . The dependent variable is a crisis dummy that takes on the value 

of one if there is a banking crisis and the value of zero otherwise. Log GDP per capita is the real GDP per capita 

expressed in log. GDP growth is the rate of growth of real GDP. FX depreciation is rate of change of the exchange 

rate. Inflation is the rate of change of the GDP deflator. Credit growth is the real growth of domestic credit. 

Concentration is calculated as the fraction of assets held by the three largest banks in each country. Crisis 

observations after the initial year of crisis are take on the value of zero.  Specification (2) includes: β8 ROA j,t-1 + β9 

Real lending ratej,t-1 + β10 Cross-border financial activity j,t-1 + β11 Log #banks j,t-1. ROA is the return on assets of 

the banking system in each country. Real lending rate is the interest rate charged by the banking sector to the private 

sector adjusted for inflation. Cross-border financial activity is the sum of banks’ gross external assets and liabilities 

relative to total banking system assets. Log #banks is the lof of the number of banks. Specification (3) includes 

interaction terms between concentration and ROA, Real lending rate, Cross-border financial activity and Log #banks, 

respectively. All independent variables are lagged by one period. We present the coefficients of the logit regressions 

with White’s heteroskedasticity consistent standard errors given in italic. We also present a test for joint 

significance of the effects of concentration working via  ROA, Real lending rate, Cross-border financial activity and 

Log #banks, as well as a test for joint significance of all these regressors. Detailed variable definitions and sources 

are given in the data appendix.

  *   Indicate statistical significance at 10%.

 **  Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.

ROA; Real lending rate; Cross-border financial activity; Log #banks

Concentration; ROA; Real lending rate; Cross-border financial activity; Log #banks

Concentration; ROA; Real lending rate; Cross-border financial activity; Log #banks; ROA X 

Concentration; Real lending rate X Concentration; Cross-border financial activity X Concentration; 

Log #banks X Concentration

ROA X Concentration; Real lending rate X Concentration; Cross-border financial activity X 

Concentration; Log #banks X Concentration
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Table 4 – Marginal effects of the channels 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0233** 0.0009 -0.0018 0.0086 -

0.0115 0.0083 0.0127 0.0096 -

20 -0.0203** 0.0050 0.0003 0.0122 -

0.0081 0.0060 0.0101 0.0084 -

30 -0.0176*** 0.0089* 0.0022 0.0155* 0.0068

0.0060 0.0048 0.0079 0.0085 0.0093

40 -0.0158*** 0.0117** 0.0036 0.0180* 0.0140

0.0053 0.0048 0.0065 0.0093 0.0104

50 -0.0141** 0.0145*** 0.0050 0.02058* 0.2096

0.0057 0.0057 0.0053 0.0107 0.0131

60 -0.0126* 0.0175** 0.0064 0.0233* 0.0282*

0.0068 0.0072 0.0044 0.0126 0.0169

70 -0.0112 0.0205** 0.0078* 0.0262* -

0.0082 0.0093 0.0040 0.0150 -

80 -0.0095 0.0244** 0.0097** 0.0299* -

0.0101 0.0121 0.0046 0.0181 -

90 -0.0076 0.0291* 0.0119* 0.0344 -

0.0126 0.0154 0.0064 0.0217 -

Observations 1,162

Log pseudolikelihood -161.38

Wald chi2 49.12

Prob > chi2      0.0000

Pseudo R2 0.1068

The logit probability model estimated is as in Table 3, specification (3). We present the marginal effects (dy/dx) of 

the logit regression for ROA, Real lending rate, Cross-border financial activity, and Log #banks computed at 

different percentiles of the concentration variable, and the LM-type test statistic for the null hypothesis that the 

sum of the marginal effects equals zero, whenever the estimated effects are significant with opposite signs. 

White’s heteroskedasticity consistent standard errors are given in italic. Detailed variable definitions and sources 

are given in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Table 5 – Marginal effects of the channels: alternative proxy for the charter value 

channel 

 

(1) (2) (3) (4) (5)

Percentile ROE
Real lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0212* -0.0008 0.0006 0.0076 -

0.0128 0.0081 0.0128 0.0100 -

20 -0.0184** 0.0038 0.0022 0.0118 -

0.0091 0.0059 0.0102 0.0086 -

30 -0.0153*** 0.0079 0.0037 0.0158* 0.0004

0.0064 0.0048 0.0080 0.0087 0.0096

40 -0.0132** 0.0110** 0.0048 0.0188** 0.0165

0.0052 0.0048 0.0066 0.0095 0.0107

50 -0.0113** 0.0140** 0.0059 0.0217** 0.0244*

0.0049 0.0055 0.0054 0.0109 0.0131

60 -0.0094* 0.0172** 0.0071 0.0249* 0.0327*

0.0055 0.0070 0.0045 0.0129 0.0168

70 -0.0076 0.0204** 0.0083** 0.0282* -

0.0067 0.0090 0.0041 0.0152 -

80 -0.0055 0.0245** 0.0098** 0.0323* -

0.0085 0.0117 0.0047 0.0183 -

90 -0.0029 0.0295** 0.0116* 0.0376* -

0.0108 0.0148 0.0065 0.0216 -

Observations 1,162

Log pseudolikelihood -163.25

Wald chi2 56.33

Prob > chi2      0.0000

Pseudo R2 0.0965

The logit probability model estimated is as in Table 3, specification (3). We present the marginal effects (dy/dx) of 

the logit regression for ROE, Real lending rate, Cross-border financial activity, and Log #banks computed at 

different percentiles of the concentration variable, and the LM-type test statistic for the null hypothesis that the 

sum of the marginal effects equals zero, whenever the estimated effects are significant with opposite signs. 

White’s heteroskedasticity consistent standard errors are given in italic. Detailed variable definitions and sources 

are given in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Table 6 – Marginal effects of the channels: alternative proxy for the interest rate 

channel 

 

(1) (2) (3) (4) (5)

Percentile ROA
Nominal lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0234* 0.0101 -0.0048 0.0083 -

0.0122 0.0092 0.0138 0.0102 -

20 -0.0206** 0.0111 -0.0006 0.0115 -

0.0084 0.0069 0.0105 0.0089 -

30 -0.0179*** 0.0112** 0.0027 0.0140 -0.0061

0.0061 0.0058 0.0082 0.0089 0.0070

40 -0.0160*** 0.0125** 0.0052 0.0159* 0.0123

0.0056 0.0056 0.0068 0.0096 0.0109

50 -0.0144** 0.0131** 0.0074 0.0177 -0.0013

0.0060 0.0061 0.0056 0.0108 0.0065

60 -0.0128* 0.0137* 0.0096** 0.0195 0.0105

0.0070 0.0071 0.0048 0.0124 0.0087

70 -0.0113 0.0145* 0.01189*** 0.0214 -

0.0084 0.0085 0.0045 0.0145 -

80 -0.0097 0.0155 0.0147*** 0.0239 -

0.0104 0.0107 0.0054 0.0177 -

90 -0.0078 0.0169 0.0183** 0.0272 -

0.0128 0.0137 0.0080 0.0221 -

Observations 1,102

Log pseudolikelihood -159.46

Wald chi2 64.4

Prob > chi2      0.0000

Pseudo R2 0.1062

The logit probability model estimated is as in Table 3, specification (3). We present the marginal effects (dy/dx) of 

the logit regression for ROA, Nominal lending rate, Cross-border financial activity, and Log #banks computed at 

different percentiles of the concentration variable, and the LM-type test statistic for the null hypothesis that the 

sum of the marginal effects equals zero, whenever the estimated effects are significant with opposite signs. 

White’s heteroskedasticity consistent standard errors are given in italic. Detailed variable definitions and sources 

are given in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Table 7 – Marginal effects of the channels: alternative proxy for the diversification 

channel 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Income 

diversification 

index

Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0238* 0.0021 0.0088 0.0076 -

0.0122 0.0084 0.0136 0.0104 -

20 -0.0206** 0.0052 0.0035 0.0119 -

0.0086 0.0063 0.0099 0.0090 -

30 -0.0181*** 0.0079 -0.0012 0.0157* -0.0024

0.0063 0.0050 0.0077 0.0090 0.0099

40 -0.0165*** 0.0101** -0.0046 0.0187* 0.0122

0.0055 0.0045 0.0070 0.0097 0.0104

50 -0.0151*** 0.0122** -0.0078 0.0217* 0.0187

0.0057 0.0048 0.0072 0.0111 0.0127

60 -0.0139** 0.01445** -0.0113 0.0250* 0.0256

0.0068 0.0056 0.0083 0.0129 0.0161

70 -0.0126 0.0169** -0.0149 0.0286* -

0.0084 0.0069 0.0103 0.0150 -

80 -0.0112 0.0197** -0.0191 0.0327* -

0.0105 0.0087 0.0132 0.0172 -

90 -0.0095 0.0223** -0.0239 0.0374* -

0.0132 0.0110 0.0174 0.0197 -

Observations 1,174

Log pseudolikelihood -162.22

Wald chi2 46.73

Prob > chi2      0.0000

Pseudo R2 0.1043

The logit probability model estimated is as in Table 3, specification (3). We present the marginal effects (dy/dx) of 

the logit regression for ROA, Real lending rate, Income diversification index, and Log #banks computed at different 

percentiles of the concentration variable, and the LM-type test statistic for the null hypothesis that the sum of the 

marginal effects equals zero, whenever the estimated effects are significant with opposite signs. White’s 

heteroskedasticity consistent standard errors are given in italic. Detailed variable definitions and sources are given 

in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Table 8 – Marginal effects of the channels: alternative proxy for the ease of 

monitoring channel 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Cross-border 

financial activity

Activity 

restrictions 

index

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0244** 0.0032 -0.0045 -0.0076 -

0.0110 0.0079 0.0131 0.0123 -

20 -0.0209*** 0.0062 -0.0015 -0.0079 -

0.0078 0.0056 0.0100 0.0097 -

30 -0.0178*** 0.0086* 0.0011 -0.0081 -0.0093

0.0059 0.0045 0.0076 0.0079 0.0062

40 -0.0157*** 0.0101** 0.0027 -0.0081 -0.0056

0.0052 0.0045 0.0060 0.0070 0.0060

50 -0.0138** 0.0115** 0.0042 -0.0082 -0.0024

0.0054 0.0050 0.0048 0.0066 0.0065

60 -0.0121** 0.0127** 0.0055 -0.0082 0.0006

0.0060 0.0060 0.0039 0.0067 0.0075

70 -0.0106 0.0138 0.0067 -0.0082 -

0.0068 0.0072 0.0035 0.0071 -

80 -0.0090 0.0150 0.0080 -0.0083 -

0.0079 0.0090 0.0038 0.0080 -

90 -0.0074 0.0165 0.0095 -0.0085 -

0.0091 0.0114 0.0049 0.0092 -

Observations 1,162

Log pseudolikelihood -163.19

Wald chi2 47.32

Prob > chi2      0.0000

Pseudo R2 0.0968

The logit probability model estimated is as in Table 3, specification (3). We present the marginal effects (dy/dx) of 

the logit regression for ROA, Real lending rate, Cross-border financial activity, and Activity restrictions index 

computed at different percentiles of the concentration variable, and the LM-type test statistic for the null 

hypothesis that the sum of the marginal effects equals zero, whenever the estimated effects are significant with 

opposite signs. White’s heteroskedasticity consistent standard errors are given in italic. Detailed variable 

definitions and sources are given in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Table 9 – Marginal effects of the channels: alternative measure of concentration 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0346*** 0.0049 -0.0019 0.0072 -

0.0130 0.0071 0.0139 0.0137 -

20 -0.0242*** 0.0089* 0.0017 0.0149 -0.0153**

0.0075 0.0050 0.0092 0.0103 0.0074

30 -0.0196*** 0.0107** 0.0033 0.0182 -0.0089

0.0062 0.0047 0.0073 0.0103 0.0066

40 -0.0154** 0.0124** 0.0048 0.0214* 0.0183

0.0060 0.0048 0.0057 0.0113 0.0125

50 -0.0115* 0.0141** 0.0062 0.0246* 0.0272*

0.0066 0.0056 0.0045 0.0133 0.0162

60 -0.0086 0.0156** 0.0074* 0.0273* -

0.0074 0.0065 0.0041 0.0155 -

70 -0.0065 0.0166** 0.0083** 0.0293* -

0.0081 0.0073 0.0041 0.0174 -

80 -0.0043 0.0178** 0.0093** 0.0316 -

0.0089 0.0083 0.0046 0.0195 -

90 -0.0028 0.0188** 0.0010* 0.0333 -

0.0096 0.0090 0.0051 0.0210 -

Observations 1,160

Log pseudolikelihood -159.40

Wald chi2 52.1

Prob > chi2      0.0000

Pseudo R2 0.1174

The logit probability model estimated is as in Table 3, specification (3). However, the concentration measure used 

is the share of banking system assets held by the five largest banks. We present the marginal effects (dy/dx) of the 

logit regression for ROA, Real lending rate, Cross-border financial activity, and Log #banks computed at different 

percentiles of the concentration variable, and the LM-type test statistic for the null hypothesis that the sum of the 

marginal effects equals zero, whenever the estimated effects are significant with opposite signs. White’s 

heteroskedasticity consistent standard errors are given in italic. Detailed variable definitions and sources are given 

in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Table 10 – Marginal effects of the channels: alternative sample period 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0237 -0.0074 -0.0031 0.0106 -

0.0178 0.0148 0.0216 0.0171 -

20 -0.0211** 0.0033 0.0012 0.0166 -

0.0112 0.0088 0.0155 0.0142 -

30 -0.0193** 0.0097 0.0038 0.0201 -

0.0080 0.0072 0.0119 0.0142 -

40 -0.0181** 0.0142* 0.0056 0.0226 -0.0038

0.0071 0.0076 0.0095 0.0153 0.0087

50 -0.0172** 0.0178* 0.0071 0.0245 0.0006

0.0074 0.0089 0.0079 0.0168 0.0106

60 -0.0165* 0.0213* 0.0085 0.0266 0.0048

0.0087 0.0108 0.0066 0.0186 0.0131

70 -0.0159 0.0244* 0.0098* 0.0285 -

0.0103 0.0128 0.0058 0.0204 -

80 -0.0152 0.0279* 0.0111* 0.0306 -

0.0125 0.0146 0.0057 0.0222 -

90 -0.0143 0.0309* 0.0123* 0.0322 -

0.0149 0.0156 0.0065 0.0233 -

Observations 659

Log pseudolikelihood -100.37

Wald chi2 36.88

Prob > chi2      0.0013

Pseudo R2 0.1335

The logit probability model estimated is as in Table 3, specification (3). However, the sample period is 1997-2007. 

We present the marginal effects (dy/dx) of the logit regression for ROA, Real lending rate, Cross-border financial 

activity, and Log #banks computed at different percentiles of the concentration variable, and the LM-type test 

statistic for the null hypothesis that the sum of the marginal effects equals zero, whenever the estimated effects are 

significant with opposite signs. White’s heteroskedasticity consistent standard errors are given in italic. Detailed 

variable definitions and sources are given in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Table 11 – Marginal effects of the channels: error terms clustered within countries 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.023** 0.0009 -0.0018 0.0086 -

0.0115 0.0091 0.0110 0.0067 -

20 -0.0203** 0.0050 0.0003 0.0122* -

0.0083 0.0071 0.0086 0.0065 -

30 -0.0176*** 0.0089 0.0022 0.0155** -0.0021

0.0063 0.0058 0.0065 0.0071 0.0085

40 -0.0158*** 0.0117** 0.0036 0.0180* 0.0140

0.0057 0.0053 0.0050 0.0080 0.0114

50 -0.0141** 0.0145*** 0.0050 0.0206** 0.0210

0.0061 0.0054 0.0037 0.0091 0.0234

60 -0.0126* 0.0175*** 0.0064** 0.0233** 0.0346*

0.0072 0.0061 0.0026 0.0107 0.0169

70 -0.0112 0.0205*** 0.0078*** 0.0262** -

0.0086 0.0073 0.0019 0.0124 -

80 -0.0095 0.0243*** 0.0097*** 0.0299** -

0.0107 0.0093 0.0026 0.0147 -

90 -0.0076 0.0291** 0.0119*** 0.0344** -

0.0134 0.0117 0.0046 0.0172 -

Observations 1,162

Log pseudolikelihood -161.38

Wald chi2 90.96

Prob > chi2      0.0000

Pseudo R2 0.1068

The logit probability model estimated is as in Table 3, specification (3). However, error terms are clustered within 

countries. We present the marginal effects (dy/dx) of the logit regression for ROA, Real lending rate, Cross-border 

financial activity, and Log #banks computed at different percentiles of the concentration variable, and the LM-type 

test statistic for the null hypothesis that the sum of the marginal effects equals zero, whenever the estimated 

effects are significant with opposite signs. White’s heteroskedasticity consistent standard errors are given in 

italic. Detailed variable definitions and sources are given in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Appendix B: Description and sources of data 

 

Variable Name Definition Source

Banking crisis
Dummy takes on value of one during episodes identified as a systematic 

and non-systemic banking crises.
Reinhart and Rogoff (2009)

Log GDP per capita Real GDP per capita. World Development Indicators (World Bank)

GDP growth Rate of growth of real GDP. World Development Indicators (World Bank)

Inflation Rate of change of GDP deflator. World Development Indicators (World Bank)

Depreciation Nominal exchange rate depreciation (average of the year). World Development Indicators (World Bank)

Current account balance Current account to GDP. World Development Indicators (World Bank)

Credit growth
Rate of growth of domestic credit to the private sector adjusted for inflaion 

as measured by the by the GDP deflator.

International Financial Statistics (IMF); European Central 

Bank; National central banks.

Concentration
Degree of concentration in the banking industry, calculated as the fraction 

of assets held by the three largest banks.
Global Financial Development Database(World Bank)

ROA Commercial banks’ after-tax net income divided by yearly averaged assets. Global Financial Development Database(World Bank)

ROE Commercial banks’ after-tax net income divided by yearly averaged equity. Global Financial Development Database(World Bank)

Real lending rate
Lending interest rate charged by the banking sector to the private sector 

adjusted for inflation as measured by the GDP deflator.

World Development Indicators (World Bank); National 

central banks

Nominal lending rate Lending interest rate charged by the banking sector to the private sector.
World Development Indicators (World Bank); National 

central banks

Cross-border financial activity
Sum of banks’ gross external assets and liabilities relative to total banking 

system assets.

International Financial Statistics (IMF); Global Financial 

Development Database(World Bank)

Income diversification index
HHI of relative share of interest income and noninterest income to total 

banking revenue.
Global Financial Development Database (World Bank)

Log #banks Number of banks (average). Financial Access Survey (IMF)

Activity restrictions
Measure of regulatory restrictions on the ability of banks to engage in 

securities markets, insurance and real estate activities.
Barth et al. (2013)
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Appendix C: List of countries and crisis period 

 

 

Country Systemic crisis Non systemic crisis Country Systemic crisis Non systemic crisis

Algeria Kenya

Angola Korea, Rep. 1997

Argentina 2001 Malaysia 1997

Australia Mauritius

Austria 2008 Mexico

Belgium 2008 Morocco

Bolivia 1999 Myanmar 2002

Brazil Netherlands 2008

Canada New Zealand

Central African Republic Nicaragua 2000

Chile Nigeria 2009 1997

China 1998 1997 Norway

Colombia 1998 Panama

Costa Rica Paraguay 2002

Cote d'Ivoire Peru 1999

Denmark 2008 Philippines 1997

Dominican Republic 2003 Poland

Ecuador Portugal 2008

Egypt, Arab Rep. Romania

El Salvador 1998 Russian Federation 1998 2008

Finland Singapore

France 2008 South Africa

Germany 2007 Spain 2008

Ghana 1997 Sri Lanka

Greece 2008 Sweden 2008

Guatemala 2001, 2006 Switzerland

Honduras 1999, 2001 Thailand

Hungary 2008 Tunisia

Iceland 2007 Turkey 2000 2008

India United Kingdom 2008

Indonesia 1997 United States

Ireland 2007 Uruguay 2002

Italy 2008 Venezuela, RB 2009

Japan 1997 Zambia
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Appendix D: Discussion 

This section presents the referee reports for the Chapter along with the responses provided 

by the author.  

Referee #1: Prof. Damiano Bruno Silipo 

The chapter uses data for 68 economies during 1997-2005, and adopts a unified framework 

to estimate the channels through which concentration affects financial stability.  

The chapter finds the interesting results, well anchored in the theoretical literature, that at 

relatively low levels of concentration, increased concentration makes the banking system 

more stable via the charter value channel. At relatively high levels of concentration, 

increased concentration makes the banking system more fragile via the interest rate channel, 

the diversification channel and the ease of monitoring channel. For intermediate levels of 

concentration, the channels cancel each other out and concentration has no significant effect 

on financial stability. Therefore, the chapter leads to the conclusions that the initial level of 

concentration determines also the channels through which concentration affects banking 

stability.  

Points to address: 

C1: An alternative explanation of these results may be bank size. Recent evidence actually 

shows that the size of the banking sector is non-linearly correlated with financial stability, 

implying that “too much finance” is bad for stability (see for example the paper by Arcand, 

Berkes and Panizza, “Too much finance?”. Journal of Economic Growth, 2015). The 

specification used in the analysis should include the size of the banking sector and possibly 

its squared term.  

R1: Thank you for this comment. The reasons for not including a proxy for banking sector 

size, typically measured by the credit-to-GDP ratio, is twofold: 1) size is not a traditionally 

good predictor of banking system instability, as discussed in the first paragraph of section 

1.2.2.; and 2) the credit-to-GDP ratio is highly correlated with GDP per capita (the Pearson’s 

correlation coefficient is 0.68, and is significant at the 1 percent level), giving rise to 

potential collinearity problems. Moreover, the paper referred to in the comment (Arcand et 

al., 2015) examines the relationship between financial depth and economic growth, while 
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our focus is on financial instability. Nonetheless, Table 1 below reports the baseline results 

with the inclusion of the credit-to-GDP ratio among the control variables. The latter 

covariate turns out to be significant and with a positive sign, implying that countries with 

larger banking systems are more prone to crisis. However, this does not affect the general 

conclusions of the Chapter, i.e. that concentration affects instability through channels (the 

marginal effects of the channels at different levels of concentration are not reported for the 

sake of brevity). At relatively low levels of concentration, increased concentration makes 

the banking system more stable via the charter value channel. At relatively high levels of 

concentration, increased concentration makes the banking system more fragile via the 

interest rate channel, the diversification channel and the ease of monitoring channel. For 

intermediate levels of concentration, the channels cancel each other out and concentration 

has no significant effect on financial stability.  
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Table 1 – The indirect impact of concentration on banking system instability: 

controlling for banking system size 

 

(1) (2) (3)

Coeff. Coeff. Coeff.

s.e. s.e. s.e.

Constant -3.6148*** -3.7510*** -3.8256***

0.1773 0.1980 0.2206

Log GDP per capita -0.1655 -0.2280 -0.2752

0.2651 0.3036 0.3098

Credit-to-GDP 0.4911** 0.4273** 0.4867**

0.2057 0.2193 0.2196

GDP growth -0.1145 0.0396 -0.0108

0.1822 0.1834 0.1886

FX depreciation -0.8089*** -1.0268*** -1.0571***

0.2969 0.3054 0.3345

Inflation 0.6659*** 0.8679*** 0.9666***

0.1459 0.1867 0.2072

Current account balance -0.2773 -0.2961 -0.4374**

0.1757 0.1916 0.2287

Credit growth 0.4132*** 0.4381** 0.4802***

0.1164 0.1373 0.1340

Concentration -0.3026* -0.2910 -0.4090*

0.1546 0.2305 0.2407

ROA -0.4342*** -0.3697**

0.1414 0.1657

Real lending rate 0.3273*** 0.5170***

0.1088 0.1592

Cross-border financial activity 0.1822 0.1064

0.1202 0.1366

Log #banks 0.2049 0.5924**

0.2218 0.2859

18.37***

0.0010

21.15***

0.0008

6.0100

0.1987

24.12***

0.0041

Observations 1,212 1,162 1,162

Log pseudolikelihood -173.40 -162.28 -159.01

Wald chi2 40.89 47.16 51.63

Prob > chi2      0.0000 0.0000 0.0000

Pseudo R2 0.0667 0.1018 0.1199

ROA; Real lending rate; Cross-border financial activity; Log #banks

Concentration; ROA; Real lending rate; Cross-border financial activity; Log #banks

ROA X Concentration; Real lending rate X Concentration; Cross-border financial activity X 

Concentration; Log #banks X Concentration

Concentration; ROA; Real lending rate; Cross-border financial activity; Log #banks; ROA X 

Concentration; Real lending rate X Concentration; Cross-border financial activity X Concentration; 

Log #banks X Concentration

The logit probability model estimated in specification (1) is Banking Crisis[Country = j,T ime = t] = α + β1 Log GDP per 

capitaj,t-1 + β2 Real GDP growthj,t-1 + β3 FX depreciationj,t-1 + β4 Inflationj,t-1 + β5 Current account balancej,t-1 + 

β6 Credit growthj,t-1 + β7 Concentrationj,t-1 + εj,t . The dependent variable is a crisis dummy that takes on the value 

of one if there is a banking crisis and the value of zero otherwise. Log GDP per capita is the real GDP per capita 

expressed in log. GDP growth is the rate of growth of real GDP. FX depreciation is rate of change of the exchange 

rate. Inflation is the rate of change of the GDP deflator. Credit growth is the real growth of domestic credit. 

Concentration is calculated as the fraction of assets held by the three largest banks in each country. Crisis 

observations after the initial year of crisis are take on the value of zero.  Specification (2) includes: β8 ROA j,t-1 + β9 

Real lending ratej,t-1 + β10 Cross-border financial activity j,t-1 + β11 Log #banks j,t-1. ROA is the return on assets of 

the banking system in each country. Real lending rate is the interest rate charged by the banking sector to the private 

sector adjusted for inflation. Cross-border financial activity is the sum of banks’ gross external assets and liabilities 

relative to total banking system assets. Log #banks is the lof of the number of banks. Specification (3) includes 

interaction terms between concentration and ROA, Real lending rate, Cross-border financial activity and Log #banks, 

respectively. All independent variables are lagged by one period. We present the coefficients of the logit regressions 

with White’s heteroskedasticity consistent standard errors given in italic. We also present a test for joint 

significance of the effects of concentration working via  ROA, Real lending rate, Cross-border financial activity and 

Log #banks, as well as a test for joint significance of all these regressors. Detailed variable definitions and sources 

are given in the data appendix.

  *   Indicate statistical significance at 10%.

 **  Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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C2: Related to the previous point, is the motivation of the control variables used in the 

analysis. I understand that these variables come from the literature, but the chapter should 

discuss a bit more the economic rationale for the use of these variables.  

R2: Thank you for the comment. The economic rationale of the proxies used for the channels 

has been added to the text (section 2.2.1). 

C3: In line with previous studies, the chapter adopts a binomial logit model to test the 

hypothesis that concentration affects stability through different channels. However, chapter 

3 shows that the multinomial logit model outperforms the binomial model on the predictive 

power of the banking crises. So, the chapter could include an exercise with the multinomial 

logit model, to see how the results compare with those reported. 

R3: We estimate the multinomial logit model as in Chapter 3. We assume that each economy 

i=1,…,n can be in one of the following j+1=3 states: tranquil period (j=0), first year of 

crisis (j=1), or crisis years other than the first (j=2). The probability that an economy is in 

state j is given by 

(1) 𝑃𝑟(𝑌𝑡 = 𝑗|𝑿𝒊,𝒕) =
𝑒

𝜷𝑗
′𝑿𝑖,𝑡

1+∑ 𝑒𝜷𝒍
′𝑿𝒊,𝒕𝐽

𝑙=1

, 𝜷𝟎 = 𝟎, 𝐽 = 2  

where 𝑿𝑖,𝑡 is the vector of regressors of dimension k and β is the vector of parameters 

to be estimated. The log-likelihood function to be maximized is 

(2) 𝐿𝑛(𝐿) = ∑ ∑ 𝑑𝑖,𝑗𝑙𝑛𝑃𝑟(𝑌𝑖 = 𝑗)𝐽
𝑗=0

𝑛
𝑖=1  

where dij=1 if the economy i is in state j.  

We set the tranquil regime as the base outcome in order to provide identification for 

the multinomial logit model, which gives the following J=2 log-odds ratio:  

(3) 
𝑃𝑟(𝑌𝑖,𝑡=1)

𝑃𝑟(𝑌𝑖,𝑡=0)
= 𝑒𝛽1

′𝑋𝑖,𝑡 and 

(4)  
𝑃𝑟(𝑌𝑖,𝑡=2)

𝑃𝑟(𝑌𝑖,𝑡=0)
= 𝑒𝛽2

′𝑋𝑖,𝑡 . 

The vector of parameters β1 measures the effect of a change in the independent variables 

𝑿𝑖,𝑡 on the probability of entering a systemic banking crisis relative to the probability of 
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being in tranquil times. Accordingly, β2 measures the effect of a change in the independent 

variable 𝑿𝑖,𝑡 on the probability of remaining in a state of crisis relative to the probability of 

being in tranquil times. Eq. (2) is a generalization of the log-likelihood for the binomial logit 

model, where only two states are allowed, i.e. Pr(Yt=2)=0. 

Table 2 below reports the marginal effects of the channels estimated at different percentiles 

of the concentration distribution in the first-year crisis regime. The results confirm our main 

findings: the channels through which concentration affects banking system operate 

simultaneously with varying magnitude that crucially depends upon the initial levels of 

concentration.  

C4: Minor comments: p. 19. Indirect effect should be direct effect.  

R4: Thank you for the comment. The typo has been corrected. 
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Table 2 – Marginal effects of the channels: the multinomial logit model 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0263** 0.0007 -0.0023 0.0066 -

0.0128 0.0083 0.0123 0.0100 -

20 -0.0226** 0.0051 0.0001 0.0094 -

0.0090 0.0056 0.0096 0.0085 -

30 -0.0194*** 0.0089** 0.0022 0.0118 -0.0061

0.0066 0.0045 0.0074 0.0082 0.0070

40 -0.0171*** 0.0116** 0.0036 0.0134 0.0123

0.0060 0.0046 0.0060 0.0086 0.0109

50 -0.0150** 0.0139** 0.0049 0.0148 -0.0013

0.0064 0.0054 0.0049 0.0064 0.0065

60 -0.0131* 0.0160** 0.0062 0.0160 0.0105

0.0074 0.0067 0.0040 0.0105 0.0087

70 -0.0114 0.0176** 0.0073** 0.0169 -

0.0087 0.0082 0.0037 0.0119 -

80 -0.0096 0.0192* 0.0085** 0.0178 -

0.0103 0.0103 0.0039 0.0138 -

90 -0.0080 0.0202 0.0098* 0.0185 -

0.0120 0.0129 0.0053 0.0163 -

Observations 1,162

Log pseudolikelihood -495.67

Wald chi2 196.04

Prob > chi2      0.0000

Pseudo R2 0.2345

The multiniomial logit probability model estimated is as in Table 3, specification (3). The dependent variable takes 

three outcomes: Yj,t = 1 for the first year of crisis, Yj,t = 2 for crisis years subsequent to the first, Yj,t = 0 for all 

other times.We present the marginal effects (dy/dx) of the logit regression for ROA, Real lending rate, Cross-

border financial activity, and Log #banks computed at different percentiles of the concentration variable in the first-

year crisis regime (Yj,t = 1), and the LM-type test statistic for the null hypothesis that the sum of the marginal 

effects equals zero, whenever the estimated effects are significant with opposite signs. White’s heteroskedasticity 

consistent standard errors are given in italic. Detailed variable definitions and sources are given in the data 

appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Referee #2: Prof. Silvia Fedeli 

The thesis is well structured and complete. The topics are interesting and each of the 

empirical chapters is both well motivated and grounded in the theoretical literature, and 

adopts appropriate techniques, thus contributing to the relevant literature. One empirical 

chapter (Chapter 3) has been already published in the Journal of Empirical Finance, and the 

candidate must be commended for this achievement. I do not have anything to add/suggest 

on this chapter.  

The other empirical chapter (Chapter 2) also appears publishable in journals of equivalent 

ranking. I have only few comments on it.  

Q1: The objective of the chapter is to analyze the relationship between banking market 

structure and banking stability. However, market structure may also have an impact on 

competition and in my opinion the chapter (also in the light of the literature review presented 

in Chapter 1) should also elaborate this issue. 

R1: Thank you for this excellent point. The reason why competition is not discussed in the 

thesis is that to my understanding concentration and competition refer to two distinct 

concepts. It is true that in some studies market concentration is used as a proxy for 

competition. This approach is based on the traditional Industrial Organisation (IO) literature, 

which uses structural tests to assess banking competition based on the Structure-Conduct-

Performance (SCP) model derived in Bain (1951). The SCP hypothesis argues that greater 

concentration causes less competitive bank conduct and leads to greater profitability. 

According to this theory, competition can be measured by concentration indices such as the 

market share of the three (five) largest banks, or by the Herfindahl index. However, these 

tools, which were applied until the 1990s, suffer from the fact that they infer the degree of 

competition from indirect proxies. On the other hand, the new empirical IO approach is 

based on non-structural tests to circumvent the problems of measuring competition by the 

traditional IO approach. The new empirical IO theory determines banks' conduct directly 

(widely used proxies include the Lerner index, the Boone indicator, and the H-statistic 

derived from the Panzar-Rosse methodology). Furthermore, it allows us to consider the 

actual behaviour of banks by taking market contestability into account. Empirically, it has 

been shown that concentration is not a good predictor of competition (see, for example, 

Cetorelli, 1999; Claessens and Laeven, 2004; and Demirguc-Kunt et al., 2004, among 
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others). For all these reasons, this Chapter (and the literature review in Chapter 1) keeps its 

focus on the relationship between market structure (as opposed to competition) and financial 

stability only.  

Q2: The chapter should also refine the analysis by taking into account institutional 

characteristics of the countries included in the sample in order to consider the relative weight 

of the financial systems. 

R2: Institutional features of economies are taken into account in the analysis through the 

(log) GDP per capita. The latter is a widely-used summary variable to proxy for institutional 

development. Specific proxies for institutional development would be significantly and 

positively correlated with the GDP per capita, giving rise to potential collinearity problems. 

For example, the Person’s correlation coefficient of the World Bank Governance Indicator 

(the average of six summary components) and the (log) GDP per capita is 0.89, and is 

significant at the 1 percent level. Therefore, like with the size of the banking system 

discussed above, specific institutional variables are not included in the analysis.  

Q3: Robustness tests could also include alternative indicators used in the literature such as 

the Herfindahl index or the Lerner index. 

R3: Thank you for the comment. The Herfindahl index would be a natural proxy for market 

structure along with the concentration variable used in the analysis. Unfortunately, it is not 

available for the panel used in the analysis. On the other hand, the Lerner index, as 

mentioned above, is a direct measure of competition (it measures pricing power by 

examining the price markup over marginal cost: higher values for this index indicate greater 

market power and lower levels of bank competition) while we are concerned with the 

relationship between market structure and financial stability. 

Q4: The chapter could also consider alternative measures of banking instability such as the 

z-score.  

R4: Thank you for the comment. The focus of the Chapter is on systemic stability as opposed 

to individual fragility measured by the z-score, as discussed in Chapter 1 (see section 1.1.1). 

For this reason, we do not consider this variable as an alternative proxy for banking crisis. 

Moreover, the z-score is a continuous variable and as such its consideration would require 
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a different econometric approach, making difficult to compare the results with those based 

on the logit model. 

Q5: It is possible that developed and developing economies behave differently from each 

other, hence some subsample analysis would be useful. 

R5: Thank you for this comment. We report in Table 3 and Table 4 below the results of the 

analysis based on two subsamples identified by the income level. In particular, we split our 

sample into a subsample for developed economies and one for developing economies. 

Countries belonging to the World Bank high income group are classified as developed 

economies, while those belonging to the middle-income group and low income group are 

considered developing countries. We continue to find that concentration affects financial 

stability indirectly and only in the tails of the concentration distribution. However, the 

significance and magnitude of the channels varies. For developed economies, the charter 

value channel dominates only at very low levels of concentration (10th percentile and below) 

while the ease of monitoring channel is the only channel through which market structure 

impacts the probability of a systemic crisis at higher levels of concentration (50th percentile 

and above). For developing economies, the charter value channel is significant at low levels 

of concentration (30th percentile and below) while the interest rate channel dominates at 

high levels of concentration (80th percentile and above).  
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Table 3 – Marginal effects of the channels: developed economies 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0896** 0.0399 0.0045 0.0217 -

0.0389 0.0156 0.0202 0.0156 -

20 -0.0576** 0.0207 0.0053 0.0297* -0.2800

0.0389 0.0209 0.0134 0.0161 0.0251

30 -0.0371** 0.0034 0.0057 0.0344* -0.0026

0.0156 0.0225 0.0094 0.0176 0.0212

40 -0.0247** -0.0069 0.0060 0.0372** 0.0125

0.0123 0.0249 0.0074 0.0183 0.0216

50 -0.0118 -0.0077 0.0063 0.0402** -

0.0110 0.0288 0.0061 0.0186 -

60 -0.0024 -0.0256 0.0065 0.0425** -

0.0112 0.0326 0.0060 0.0190 -

70 -0.0082 -0.0346 0.0068 0.0451** -

0.0117 0.0381 0.0070 0.0204 -

80 0.0169 -0.0423 0.0070 0.0476** -

0.0144 0.0438 0.0085 0.0231 -

90 0.0241 -0.0488 0.0073 0.0500* -

0.0175 0.0494 0.0100 0.0265 -

Observations 454

Log pseudolikelihood -61.68

Wald chi2 53.11

Prob > chi2      0.0000

Pseudo R2 0.2182

The logit probability model estimated is as in Table 3, specification (3). However, the sample includes high income 

only. We present the marginal effects (dy/dx) of the logit regression for ROA, Real lending rate, Cross-border 

financial activity, and Log #banks computed at different percentiles of the concentration variable, and the LM-type 

test statistic for the null hypothesis that the sum of the marginal effects equals zero, whenever the estimated 

effects are significant with opposite signs. White’s heteroskedasticity consistent standard errors are given in 

italic. Detailed variable definitions and sources are given in the data appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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Table 4 – Marginal effects of the channels: developing economies 

 

(1) (2) (3) (4) (5)

Percentile ROA
Real lending 

rate

Cross-border 

financial activity
Log #banks

Test for 

difference in 

coefficients

(1)+(2)+(3)+(4)

(% ) dy/dx dy/dx dy/dx dy/dx Coeff.

s.e. s.e. s.e. s.e. s.e.

10 -0.0184 -0.0029 -0.0640 -0.0005 -

0.0115 0.0095 0.0598 0.0199 -

20 -0.0160* 0.0028 -0.0414 0.0048 -

0.0083 0.0071 0.0402 0.0137 -

30 -0.0143** 0.0063 -0.0274 0.0080 -

0.0065 0.0059 0.0290 0.0116 -

40 -0.0129** 0.0096* -0.0143 0.0110 -0.0033

0.0054 0.0051 0.0199 0.0117 0.0063

50 -0.0121** 0.0115** -0.0068 0.0128 -0.0006

0.0051 0.0050 0.0156 0.0129 0.0061

60 -0.0115** 0.0138** 0.0012 0.0150 0.0023

0.0053 0.0056 0.0125 0.0150 0.0062

70 -0.0111* 0.0168** 0.0102 0.0179 0.0057

0.0059 0.0072 0.0117 0.0187 0.0072

80 -0.0113 0.0205** 0.0195 0.0215 -

0.0070 0.0097 0.0154 0.0234 -

90 -0.0120 0.0281* 0.0374 0.0291 -

0.0094 0.0144 0.0300 0.0329 -

Observations 708

Log pseudolikelihood -88.38

Wald chi2 43.48

Prob > chi2      0.0001

Pseudo R2 0.1288

The logit probability model estimated is as in Table 3, specification (3). However, the sample includes low income 

and middle income countries only. We present the marginal effects (dy/dx) of the logit regression for ROA, Real 

lending rate, Cross-border financial activity, and Log #banks computed at different percentiles of the 

concentration variable, and the LM-type test statistic for the null hypothesis that the sum of the marginal effects 

equals zero, whenever the estimated effects are significant with opposite signs. White’s heteroskedasticity 

consistent standard errors are given in italic. Detailed variable definitions and sources are given in the data 

appendix.

* Indicate statistical significance at 10%.

** Indicate statistical significance at 5%.

*** Indicate statistical significance at 1%.
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3 COMPARING LOGIT-BASED EARLY WARNING 

SYSTEMS: DOES THE DURATION OF SYSTEMIC 

BANKING CRISES MATTER?10 

This Chapter compares the performance of binomial and multinomial logit models 

in the context of building EWSs for systemic banking crises. The Chapter tests the 

hypothesis that the predictive performance of binomial logit models is hampered by what 

we define as the ‘crisis duration bias’, arising from the decision to either treat crisis years 

after the onset of a crisis as non-crisis years or remove them altogether from the sample. In 

line with our hypothesis, results from a large sample of world economies suggest that i) the 

multinomial logit outperforms the binomial logit model in predicting systemic banking 

crises, and ii) the longer the average duration of the crisis in the sample, the larger the 

improvement. 

3.1 Introduction 

‘I see two broad tasks ahead: [...]; 2) Dealing with the longer-term global architecture 

- i.e. …fixing an inadequate regulatory system and developing a reliable early warning and 

response system’ (D. Strauss-Kahn, Managing Director of the IMF, Letter to the G-20 Heads 

of Governments and Institutions, November 9, 2008). 

The GFC has stimulated a new wave of policy and academic research aimed at 

developing empirical models able to provide alerts about the risk of the onset of a systemic 

banking crisis, the so-called early warning systems, EWSs (for a review of the literature on 

EWSs see, for example, Gaytan and Johnson, 2002; Demirgüç-Kunt and Detragiache, 2005; 

Babecký et al; 2013; and Kauko, 2014). 

The empirical literature on EWSs for systemic banking crises has come up with two 

dominant analytical techniques for predicting signs of banking distress, namely the signals 

approach and the binomial multivariate logit framework. The signals approach, first 

developed by Kaminsky and Reinhart (1998) and adopted, among others, by Borio and 

Lowe (2002), Borio and Drehmann (2009) and Drehmann and Juselius (2014), considers 

                                                 

10 This chapter has been jointly co-authored with G. Caggiano, L. Leonida and G. Kapetanios and published 

in the Journal of Empirical Finance, Volume 37, June 2016, Pages 104-116 

(https://doi.org/10.1016/j.jempfin.2016.01.005). I contributed 50 percent of the work. 

http://www.sciencedirect.com/science/journal/09275398/37/supp/C
https://doi.org/10.1016/j.jempfin.2016.01.005
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the impact of covariates in isolation and benchmarked against specific threshold values. The 

fluctuation of the covariate beyond a threshold level, chosen to minimize the noise-to-signal 

ratio, is interpreted as a threat to financial stability. The binomial multivariate logit, 

pioneered by Demirgüç-Kunt and Detragiache (1998) and used, among others, by Beck et 

al. (2006), Davis and Karim (2008a); Barrell et al. (2010) and Schularick and Taylor (2012), 

relates a binary banking crisis dummy to a vector of explanatory variables to provide 

estimates of the probability of an incoming crisis.  

In spite of recent attempts to integrate the two approaches to analyze interaction 

effects of macro-financial variables through, for example, the use of the binary classification 

tree technique (Duttagupta and Cashin, 2008; Davis and Karim, 2008b), the literature 

suggests that the empirical strategy based on the estimation of the binomial multivariate 

logit outperforms the signals approach. Demirgüç-Kunt and Detragiache (2000), Davis and 

Karim (2008a; 2008b) and Alessi et al., (2015) show that crisis probabilities estimated 

through the binomial multivariate logit exhibit lower type I (missed crises) and type II (false 

alarms) errors than the signals approach and therefore provide a more accurate basis for 

building an EWS.  

While being an interesting step forward in the prediction of banking crises, in 

instances where the crisis is longer than one year the use of the binomial multivariate logit 

model forces the researcher either to treat crisis years other than the first as non-crisis 

observations (Eichengreen and Arteta, 2000; Barell et al, 2010) or to exclude them from the 

sample (Demirgüç-Kunt and Detriagiache, 1998; Beck et al, 2006). However, treating years 

after the crisis as tranquil periods or removing them from the sample implies discarding 

information that is potentially valuable: most macroeconomic and financial indicators 

typically used in empirical EWSs display a different behavior during a prolonged systemic 

crisis relative to both tranquil times and the first year of the crisis.11 More formally, ignoring 

such heterogeneous dynamics might give rise to what we call the crisis duration bias, i.e. 

the inability of binomial logit multivariate models to correctly capture the arrival of a crisis 

when the crisis itself lasts more than one year.  

                                                 

11 Empirical evidence in support of this claim is reported in Table 1 and will be discussed more at length in 

the next Section. 
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The issue related to the crisis duration bias is not new in the empirical finance 

literature. In the context of currency crises, Bussiere and Fratzscher (2006) use a 

multinomial logit model that allows the dependent variable to take three outcomes: (i) the 

first year crisis regime, i.e. the outbreak of the crisis; (ii) the crisis regime, for crisis years 

subsequent to the first one; and (iii) the tranquil regime, for all the remaining observations. 

Their results show that multinomial logit models are better suited relative to alternative 

binomial logit models in predicting the arrival of a currency crisis.12  

In this Chapter we build on Caggiano et al. (2014), who show that the above results 

hold for systemic banking crises as well for a sample of low income countries (LICs), and 

provide, to the best of our knowledge, the first systematic analysis of the role played by the 

duration of a systemic banking crisis in affecting the relative ability of multinomial and 

binomial logit models in correctly predicting the arrival of the crisis itself. 

More specifically, we perform two exercises using a large and heterogeneous sample 

of 92 world economies observed between 1982 and 2010. In the first of these, we estimate 

EWSs based on the multinomial logit model and two binomial logit models, one that treats 

crisis years other than the first as tranquil times and one that discards them. The arrival, and 

the duration, of a systemic banking crisis is measured using the classification by Reinhart 

and Rogoff (2011). A number of commonly used control variables are included as potential 

predictors: measures of broad macroeconomic conditions (GDP per capita, GDP growth, 

real interest rate, inflation rate, depreciation of exchange rate, changes in terms of trade); 

measures of a country’s monetary conditions (M2 to reserves, credit to GDP growth); and 

measures of the banking systems’ structural factors (currency mismatch, liquidity, 

leverage). In the second exercise, we study whether and by how much the duration of the 

crisis matters in forecasting its arrival by estimating the three alternative logit models using 

subsamples of countries built in terms of the average duration of crises they experienced in 

the observed time span. 

Our main results can be summarized as follows. First, using the full sample of world 

economies, we find the multinomial logit model to outperform both alternative binomial 

models in correctly predicting the arrival of the crisis. Not only the multinomial model helps 

better predict the arrival of crisis; it also improves over the number of false alarms, as shown 

                                                 

12 The authors refer to a post crisis bias in their analysis. 
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by the Area Under the Receiver Operating Characteristics curve (AUROC). Second, 

according to the best selected model specification, we find that the credit to GDP growth 

rate, the ratio of money supply (M2) to reserves, the rate of inflation, and the liquidity 

position and the net open position of the banking system are the best predictors of the arrival 

of a systemic banking crisis. Third, and more importantly given the focus of this Chapter, 

our main finding is that the performance of the multinomial model, as measured by the 

AUROC, improves over the binomial logit when the average duration of the crisis increases: 

the longer the average duration of crises in the sample, the better the relative performance 

of the multinomial over the two alternative binomial specifications. Further robustness 

checks show that these results hold true for other commonly used definitions of systemic 

banking crisis, such as Laeven and Valencia (2012).  

Our findings have important implications for empirical analyses aimed at building 

EWSs as well as for policy makers. Our results on the role played by the duration of the 

crisis show that multinomial logit models are better equipped to correctly gauge the 

probability of the arrival of a crisis as well as to avoid costly false alarms. From a policy 

perspective, our results show that regulators and policymakers aiming to minimize the 

overall costs of banking crises should target not only the variables that are most correlated 

with the arrival of a crisis but should also act to minimize the impact of macro-financial 

variables on the duration of a crisis. Our empirical evidence shows that the first objective is 

best achieved by keeping inflation under control and allowing for sound domestic and 

external liquidity conditions, and managing credit booms; the latter, i.e. speeding up 

recovery from the crisis, is better achieved by targeting general macroeconomic conditions. 

This Chpater is organized as follows. Section 2 presents the dataset and discusses 

the econometric methodology employed for the empirical analysis. Section 3 shows the 

empirical results obtained from using the full sample of world economies. Section 4 presents 

the subsample analysis and discusses the role played by the average duration of crisis. 

Section 5 concludes and draws some policy implications. 

3.2 Data and empirical framework 

3.2.1 Data 

Our sample comprises yearly data for 92 economies observed between 1982 and 

2010. We draw evidence about systemic banking crises from Reinhart and Rogoff (2011), 
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who define a crisis as systemic if either of the following occurs: (i) bank runs which lead to 

the liquidation or the restructuring of one or more financial institutions, or (ii) in the absence 

of bank runs, the closure, restructuring or large-scale government assistance of one or more 

institutions which marks the beginning of similar outcomes for other financial institutions. 

This classification provides us with 97 systemic crisis episodes in 92 countries between 

1982 and 2010, with an average duration of 4.35 years.13  

We select the set of explanatory variables following the relevant literature on EWSs 

(see Kauko, 2014, for a recent review). Accordingly, and given data availability, we use 

three groups of explanatory variables to estimate our EWS: 

a) Macroeconomic fundamentals: (log) GDP per capita, real GDP growth, changes 

in terms of trade, real interest rate and inflation. The level and growth of output are expected 

to affect the credit quality of the banking system by impacting the ability of borrowers to 

pay back their debt. Similarly, a deterioration in the terms of trade of an economy and high 

interest rates affect debtors’ solvency by weakening their financial viability and capacity to 

service debt. On the other hand, high inflation is associated with macroeconomic instability 

and impacts the real return on assets, discouraging savings and incentivizing borrowing, 

increasing this way the likelihood of experiencing a crisis.  

b) Monetary conditions: broad money (M2) cover of international reserves and 

growth of the credit-to-GDP ratio. The ratio of M2 to official reserves captures the ability 

of the country to withstand a sudden stop and reversal in capital inflows, especially in the 

presence of a currency peg. Therefore, the higher the value for this variable, the higher the 

vulnerability to capital outflows, and hence the probability of incurring a banking crisis. 

Similarly, excessive credit growth can trigger bank problems through a generalized 

deterioration in banks’ asset quality (as a result of over-indebtedness of borrowers and 

loosening credit standards) and/or a reduction in liquidity (due to aggressive maturity 

transformation and reliance on wholesale sources of funding). Accordingly, the probability 

of a crisis is expected to increase when credit grows too fast. We use growth of the credit-

                                                 

13 We also consider the alternative definition of systemic banking crisis given by Laeven and Valencia (2012), 

who classify systemic crisis based on either of the following measures: (i) deposit runs proxied by a monthly 

percentage decline in deposits in excess of 5 percent; or (ii) the introduction if deposit freezes or blanket 

guarantees; or (iii) liquidity support defined as monetary authorities’ claims on banks of at least 5 percent of 

total deposits. According to this classification, we identify 74 episodes of crises, with average duration equal 

to 2.37 years. 
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to-GDP ratio instead of growth of real credit due to data availability and practical 

implications. The credit-to-GDP ratio has been adopted as a common reference point under 

Basel III to guide the build-up of countercyclical capital buffers (BCBS, 2010; Drehmann 

et al., 2011).  

c) Banking system structural factors: foreign exchange (FX) net open position and 

liquidity position. A negative FX net open position is a signal of currency mismatch between 

the value of banks’ assets and liabilities, which exposes banks to potentially substantial 

losses in the event the domestic currency depreciates, especially for developing economies. 

The liquidity position of the banking system is proxied by the ratio of private credit to 

deposits. The higher the ratio, the lower the capacity of the banking system to withstand 

deposit withdrawals or the inability to rollover short-term debt in wholesale markets, hence 

a positive relation with the likelihood of a crisis is expected.  

Appendix A provides a detailed description of the variables and their sources. 

3.2.2 The crisis duration bias 

As discussed, binomial multivariate logit models have become the benchmark 

empirical framework for building EWSs since the seminal work by Demirgüç-Kunt and 

Detragiache (1998). When binomial EWSs are of interest, the dependent variable takes the 

form of a two-outcome dummy variable, with the value of 1 denoting the first year of a 

systemic banking crisis, and the value of 0 denoting all remaining observations. Hence, in a 

binomial logit framework, crisis years other than the first are either treated as normal (non-

crisis) times or discarded from the sample. In both cases, potentially valuable information 

is not taken into account when estimating EWSs, particularly if the proportion of post-crisis 

observations is not negligible. In the context of currency crises this phenomenon is known 

as the post-crisis bias: after the onset of the crisis, economic variables do not go back 

immediately to ‘normal’, i.e. to the pre-crisis steady-state level, but take time to converge 

to equilibrium. In order to account for such a different behavior, transition periods where 

the economy recovers from the crisis are explicitly modeled in a multinomial logit 

framework. The issue of post-crisis bias, and the use of multinomial logit models to deal 

with it, has been considered in the empirical literature on currency crises (Bussiere and 

Fratzscher, 2006).  
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In the context of systemic banking crises, the existence of a similar bias is even more 

likely to be present. On the one hand, banking crises are more persistent than currency crises 

as they tend to last longer (Babecký et al, 2013). On the other hand, due to the credit crunch 

and the generalized loss of confidence that typically accompany a banking crisis, economic 

recovery takes longer than after a currency crisis (Frydl, 1999), disproportionately affecting 

those sectors of the economy which are heavily dependent on bank finance (Kroszner et al., 

2007; Dell’Ariccia et al., 2007). Put differently, since banking crises are typically long-

lasting, in the periods following the onset of the crisis the economy is likely to be still in a 

state of crisis, and hence relevant economic variables behave differently from both 

‘equilibrium’ periods and the outbreak of a crisis. We call crisis duration bias this 

phenomenon related to the existence of a state of prolonged distress in the context of 

banking crises: not accounting for the existence of a third state in the economy, i.e., a period 

of adjustment after the outbreak of a banking crisis before going back to normal, might 

reduce the predictive power the estimated EWS (see Caggiano et al., 2014, for an analysis 

of the crisis duration bias in a sample of LICs). 

The existence of three scenarios – ‘normal’ times, the first year of crisis, and the 

crisis years after the first – that are likely to be significantly different from each other in our 

sample of economies is strongly supported by the preliminary evidence we report in Table 

1. The Table presents the average values of our independent variables for all years (column 

2); when the crisis occurs (column 3); in the combined tranquil periods and crisis years 

(column 4); in tranquil times (column 5) and in crisis years other than the first (column 6). 

Comparison of columns (5) and (6) suggests that, when the economy is in a prolonged state 

of crisis, its behavior is different compared to tranquil times. More formally, as reported in 

Column (7), the null hypothesis of equality of means is rejected for all but two of our control 

variables, supporting the hypothesis that these periods, i.e. the post-crisis adjustment period 

and tranquil times, should be treated differently when building the EWS. The descriptive 

evidence reported in Table 1 suggest that mixing up information about tranquil times and 

post-crisis periods (as in column 4) is likely to be misleading and that it might lead to a 

potential crisis duration bias. The same suggestive evidence holds if the Laeven and 

Valencia (2012) classification of banking crisis is adopted. We take the evidence of Table 

1 as a rationale for the use of models that explicitly account for a post-crisis state. 
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3.3 The multinomial logit model 

In building the EWS for predicting systemic banking crises, we consider the 

multinomial logit model, previously employed by Bussiere and Fratzscher (2006) in the 

context of currency crises and by Caggiano et al. (2014) in the context of banking crises in 

LICs, as an alternative to the commonly used binomial models previously discussed. The 

estimated model returns a predicted measure of fragility of the banking sector, i.e. the 

estimated probability of a crisis, as a function of a vector of potential explanatory 

variables.14 

More formally, we assume that each economy i=1,…,n can be in one of the 

following j+1=3 states: tranquil period (j=0), first year of crisis (j=1), or crisis years other 

than the first (j=2). The probability that an economy is in state j is given by 

(5) 𝑃𝑟(𝑌𝑡 = 𝑗|𝑿𝒊,𝒕) =
𝑒

𝜷𝑗
′𝑿𝑖,𝑡

1+∑ 𝑒𝜷𝒍
′𝑿𝒊,𝒕𝐽

𝑙=1

, 𝜷𝟎 = 𝟎, 𝐽 = 2  

Where 𝑿𝑖,𝑡 is the vector of regressors of dimension k and β is the vector of 

parameters to be estimated. The log-likelihood function to be maximized is 

(6) 𝐿𝑛(𝐿) = ∑ ∑ 𝑑𝑖,𝑗𝑙𝑛𝑃𝑟(𝑌𝑖 = 𝑗)𝐽
𝑗=0

𝑛
𝑖=1  

where dij=1 if the economy i is in state j.  

We set the tranquil regime as the base outcome in order to provide identification for 

the multinomial logit model, which gives the following J=2 log-odds ratio:  

(7) 
𝑃𝑟(𝑌𝑖,𝑡=1)

𝑃𝑟(𝑌𝑖,𝑡=0)
= 𝑒𝛽1

′𝑋𝑖,𝑡 and 

(8)  
𝑃𝑟(𝑌𝑖,𝑡=2)

𝑃𝑟(𝑌𝑖,𝑡=0)
= 𝑒𝛽2

′𝑋𝑖,𝑡 . 

                                                 

14 When using panel data, country fixed effects are often included in the empirical model to allow for the 

possibility that the dependent variable may change cross-country independently of the explanatory variables 

included in the regression. In logit estimations, including country fixed effects would require omitting from 

the panel all countries that did not experience a banking crisis during the period under consideration (Greene, 

2011). This would imply disregarding a large amount of information. Moreover, limiting the panel to countries 

with crises only would produce a biased sample. Therefore estimating the model without fixed effects is 

usually the preferable approach. 
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The vector of parameters β1 measures the effect of a change in the independent 

variables 𝑿𝑖,𝑡 on the probability of entering a systemic banking crisis relative to the 

probability of being in tranquil times. Accordingly, β2 measures the effect of a change in the 

independent variable 𝑿𝑖,𝑡 on the probability of remaining in a state of crisis relative to the 

probability of being in tranquil times. Eq. (2) is a generalization of the log-likelihood for the 

binomial logit model, where only two states are allowed, i.e. Pr(Yt=2)=0.15  

However, one caveat is in order. Although the multinomial logit model classifies 

observations into multiple states (three in our case), it nonetheless rests on a questionable 

assumption, i.e. that the Independence of Irrelevant Alternatives (IIA) holds.16 In the next 

section, we provide evidence for its validity based on the Hausman and McFadden (1984) 

test.17 

3.4 Empirical results 

We begin by estimating our multinomial logit using the full sample at hand, and by 

including all selected regressors. As in Barrell et al (2010), we adopt the general-to-specific 

approach to obtain the final specification of the empirical model. 

Results about the estimated probability of entering a crisis compared to being in 

tranquil times coming from our final specification are summarized in column (1) of Table 

2. As the Table shows, we find that the banking system credit-to-deposit ratio and FX net 

open position, the rate of inflation, the change in credit as a fraction of GDP, and the M2 

reserves to GDP ratio are all positively correlated with the probability of experiencing a 

systemic banking crisis. Unsurprisingly, these results are in line with previous studies 

focusing on heterogeneous samples such as ours, i.e. including both advanced and 

developing economies (Demirgüç-Kunt and Detragiache, 1998; 2000; 2002; Beck et al., 

2006; Davis and Karim, 2008a). Hence, in terms of early warning for policy makers, our 

                                                 

15 Given that the focus of our study is on building a EWS, we lag all variables by one year. This also helps 

deal with potential endogeneity of regressors. 
16 The Indipendence of Irrelevant Alternatives hypothesis maintains that the characteristics of a given choice 

alternative have no impact on the probability of choosing other alternatives. 
17 The Hausman and McFadden test rests on the estimation of two multinomial logit models, one based on the 

full set of alternatives (all three states in our case) and the other based on a subset of these alternatives, and 

the subsamples with choices from this subset (states ‘0’, i.e. tranquil times, and ‘1’, first year of crisis, in our 

case. The IIA holds if the estimated parameters from the two models are not statistically different. Under the 

null hypothesis that the IIA holds, the test has a chi-square distribution. 
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results indicate that banking systems that one year prior to the crisis engage in excessive 

credit activity relative to the deposit base are more likely to experience a systemic crisis. In 

addition to liquidity risk, external vulnerabilities as proxied by the ratio of M2 to reserves 

and banking system exposure to FX risk significantly increase the probability of 

experiencing systemic financial distress as do excessive credit growth and monetary 

instability. It is important to notice that the Hausman test for the IIA hypothesis reads 2.170, 

which leads to not rejecting at any standard significance level the null hypothesis that the 

IIA holds.  

The multinomial model also provides an indication of which factors are more likely 

to drive the economy into a prolonged period of crisis. The results, i.e. the estimated 

probability of experiencing a crisis lasting more than one year compared to being in a no-

crisis period, are shown in column (2) of Table 2. Interestingly, some variables which are 

not associated with the arrival of a crisis become significant in explaining the permanence 

in a state of crisis, while others change their signs or the intensity of the coefficients. Again, 

the results are intuitively convincing and are as expected. In particular, the level and growth 

of economic activity usually deteriorate after the onset of systemic banking crisis, 

contributing to a longer period of distress, as shown by the statistically significant negative 

sign associated with GDP per capita and GDP growth, while credit activity typically 

diminishes following the arrival of a crisis, hence a statistically significant negative 

coefficient for the rate of growth of credit-to-GDP.   

The second step in our empirical strategy is to estimate the binomial logit models 

where the observations related to crisis years other than the first are (i) treated as non-crisis 

observations (Table 3) and (ii) discarded from the sample (Table 4). In both cases, the results 

about the determinants of the arrival of a systemic banking crisis point to very similar 

conclusions to those coming from the multinomial logit model, the only exception being the 

net open position in the binomial model where crisis observations other than the first are 

removed from the sample, which is no longer significant. 

Next, we move to the main question of our empirical analysis: How good is the in-

sample performance of the multinomial logit relative to the more commonly used binomial 

logit model? Assessing the goodness-of-fit of alternative EWSs can be done by looking at 

the rate of True Positives (TP) and False Positives (FP) they generate, i.e. the percentage of 

correctly called crises and the percentage of false alarms. In particular, we look at the 
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AUROC. The ROC curve plots the rate of true positive against the rate of false positive 

generated by a binary classification model as its discrimination threshold is varied. The 

AUROC is then a measure of the signalling quality of the estimated EWS, which overcomes 

the problem of assuming a specific utility function for the policy maker in order to properly 

weight the costs associated to a given signal (see Hsieh and Turnbull,1996, and Peterson, 

2013, for a general discussion of the AUROC; Drehmann and Juselius, 2013, and Caggiano 

et al., 2014, for an application to banking crises). A value of the AUROC equal to 0.5 refers 

to a completely uninformative signal, e.g. tossing a coin, while a value equal to 1 refers to 

a perfectly informative signal. 

Estimates of the percentages of crises correctly called, of false alarms and AUROC 

for our multinomial logit model are reported in Table 5. The top panel of Table 5 reports 

the results for our baseline definition of systemic banking crisis, i.e. Reinhart and Rogoff 

(2011). The bottom panel of the Table reports the same results for the alternative crisis 

definition we consider, i.e. Laeven and Valencia (2012). For our baseline definition of crisis, 

the multinomial logit outperforms both binomial models. In particular, as reported in 

column (1), for the multinomial model we get a value of 0.5670 of TP, 0.2447 of FN and a 

value of the AUROC equal to 0.7338. Columns (2) and (4) report the same values for the 

binomial logit where the crisis years are treated as normal times (column (2)) and where 

they are dropped from the sample (column (4)). Column (3) and (5) report the percentage 

difference between the two binomial logit models and the multinomial. As the Table shows, 

the multinomial model has a better performance relative to both specifications of the 

binomial logit models, with a relative improvement in the AUROC of 3.9 percent and 1.7 

percent respectively.  

3.5 Subsample analysis and crisis duration 

The previous section shows that, in a large sample of world economies with average 

duration of systemic banking crisis longer than one year, multinomial logit models are better 

equipped than commonly used binomial logit specifications to build up EWSs. But is the 

superior performance of multinomial logit models relative to binomial models a function of 

the duration of the crises or is it due to other, unspecified factors?  

To dig deeper into the relation between the duration of crises and the relative 

performance of different logit specifications, we perform the following exercise. We rank 
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the 92 countries included in our sample according to the average duration of systemic 

banking crises they have experienced in the observed time span. We then split the full 

sample of countries into four groups. Group A comprises of 32 countries that have never 

experienced a crisis in the observed sample or have experienced a one year duration banking 

crisis; the other three groups (Group B, C and D) include 20 countries each, which are 

ranked according to the average duration of crisis, so that Group B includes the 20 countries 

that have experienced at least one crisis with the lowest average duration, and group D 

including the 20 countries that have experienced at least one crisis with the highest average 

duration (group C includes the middle countries in terms of crisis duration).  

Table 6 reports details about the number of observations and the average duration of 

crisis for each group, and for each definition of banking crisis employed in the empirical 

analysis. Details on the specific countries included in each group are provided in Appendix 

B. Based on these groups, we create three subsamples which are subsequently used for 

estimation: i) A+B, ii) A+C, iii) A+D. Each subsamples includes 52 countries, the 32 

countries that never experienced a crisis or experienced a one year crisis plus one of the 

three groups selected according to the average duration of crisis. For each subsample, we 

compare our EWS based on the multinomial logit with the EWS based upon the binomial 

logit models to check whether there is any evidence in favour of what we call the crisis 

duration bias. Evidence of the crisis duration bias would be consistent with a superior 

performance of the multinomial relative to the binomial models increasing with the average 

duration of crisis.  

Table 7 shows the results obtained for each subsample for the Reinhart and Rogoff 

(2011) definition of systemic banking crisis. As column (2) shows, the AUROC for the 

multinomial increases when the average duration of crisis increases: it moves from 0.7473 

in a model that uses the subsample A + B, whose average duration of crisis is equal to 1.18 

years, to 0.7708 when the subsample is A + D, whose average duration of crisis is 3.52 

years. More importantly, the relative performance of the multinomial vis-à-vis the binomial 

logit models turns out to be a positive function of the duration of crisis. This is particularly 

evident when the binomial logit that treats the post-crisis period as tranquil times is 

considered: as shown in column (4), the relative difference in the AUROC moves from 1.30 

percent to 4.99 percent. This is also true relative to the binomial where the post-crisis 

observations are discarded: the percentage difference in the AUROC moves from 0.31 
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percent to 1.05 percent. Finally, column (7) shows that the binomial logit where the post-

crisis observations are dropped from the sample improves over the alternative binomial logit 

specification, and that the relative performance is greater the longer the duration of the crisis. 

A similar pattern holds true if we look at both the percentage of correctly called crises and 

the percentage of false alarms. Table 8 shows that these results are robust to the use of the 

alternative definition of banking crises provided by Laeven and Valencia (2012).18  

Overall, we find evidence in favour of the multinomial logit as a superior empirical 

framework relative to the binomial model in predicting banking crises in countries where 

historically the duration of crises has been long lasting. The rationale is that the multinomial 

model allows accounting for the information content provided by the explanatory variables 

during the crisis years subsequent to the beginning of a crisis, which represents a promising 

way to solve what we call the crisis duration bias. 

3.6 Conclusions 

This Chapter compares the performance of alternative logit models for EWS for 

predicting systemic banking crises. Using a panel data set of 92 economies observed during 

the period 1982-2010, we show that the average duration of historically observed systemic 

crises is an important determinant in discriminating among alternative models. In samples 

where the average duration of crisis is relatively long, the multinomial logit model, which 

explicitly distinguishes between first year of the crisis and post-crisis years, improves over 

the more commonly employed binomial logit models. Within the class of binomial logit 

models, discarding the observations that refer to post-crisis periods is empirically superior 

to treating them as tranquil times. 

The main message that arises from this Chapter, i.e. the average duration of systemic 

crisis matters in determining the relative performance of different logit models, deserves 

further analysis. Specifically, our empirical analysis rests on the use of low frequency, 

yearly data. At least in samples of advanced economies, recent papers have developed EWSs 

based on the binomial logit model using quarterly measures of systemic distress (see Alessi 

et al., 2015, for a review of the literature). Compared to yearly data, quarterly observations 

                                                 

18 Results are also robust to the use of the systemic banking crisis classifications provided by Caprio et al. 

(2005) and Demirguc-Kunt and Detragiache (2005). Results, which are not reported for the sake of brevity, 

are available upon request.  
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would allow for a more refined analysis of the role played by the duration of crisis in driving 

our conclusions. This is in our agenda. 
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Appendix A: Regression tables 

Table 1 – Averages of independent variables 

 

(1) (2) (3) (4) (5) (6) (7)

Variable All times
First year of 

crisis

Tranquil 

times and 

crisis years 

after the first

Tranquil 

times

Crisis years 

after the first

Test for 

difference in 

mean                  

(5) vs (6)

Number of observations 2668 97 2571 2269 302

Real GDP growth (-1) 3.54 3.44 3.54 3.77 1.80 8.277***

Log GDP per capita (-1) 7.73 7.83 7.72 7.76 7.47 2.835***

M2 to reserves (-1) 9.68 16.53 9.42 8.73 14.59 -7.079***

Real interest rate (-1) 3.66 4.65 3.62 3.55 4.17 -0.920

Change in terms of trade (-1) 1.35 1.18 1.35 0.86 5.05 -3.714***

Inflation (-1) 11.38 19.23 11.08 10.89 12.50 -1.238

Credit to deposits (-1) 97.38 118.06 96.60 94.00 116.13 -7.747***

Change in credit to GDP (-1) 2.92 6.17 2.80 2.98 1.40 2.007**

Net open position (-1) 9.11 2.41 9.36 10.19 3.08 5.582***

Number of observations 2668 74 2594 2417 177

Real GDP growth (-1) 3.54 2.89 3.56 3.81 0.14 12.261***

Log GDP per capita (-1) 7.73 7.68 7.73 7.73 7.77 -0.298

M2 to reserves (-1) 9.68 18.31 9.43 8.83 17.58 -8.332***

Real interest rate (-1) 3.66 3.31 3.67 3.58 4.84 -1.460

Change in terms of trade (-1) 1.35 1.06 1.35 0.96 6.79 -4.040***

Inflation (-1) 11.38 16.23 11.24 10.55 20.57 -6.001***

Credit to deposits (-1) 97.38 125.65 96.57 95.06 117.24 -6.121***

Change in credit to GDP (-1) 2.92 6.49 2.82 3.02 0.04 2.986***

Net open position (-1) 9.11 3.87 9.25 9.93 0.03 6.136***

Leaven and Valencia (2012): 2.37 years

Average duration of the crisis according to:

Rainhart and Rogoff (2011): 4.35 years
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Table 2 – The multinomial logit model 

 

(1) (2)

Variables Initial year of crisis
Crisis years following 

first year crisis

Constant -4.103*** -1.333***

(0.580) (0.305)

Credit to deposits (-1) 0.007*** 0.008***

(0.002) (0.001)

Change in credit to GDP (-1) 0.017*** -0.013**

(0.007) (0.006)

Inflation (-1) 0.012*** 0.001

(0.003) (0.003)

M2 to reserves (-1) 0.027*** 0.019***

(0.006) (0.004)

Net open position (-1) -0.012* -0.008**

(0.006) (0.003)

Real GDP growth (-1) 0.015 -0.106***

(0.028) (0.017)

Log GDP per capita (-1) -0.053 -0.188***

(0.066) (0.040)

Real interest rate (-1) 0.010 0.013***

(0.008) (0.006)

Change in terms of trade (-1) 0.001 0.007**

(0.006) (0.003)

Pseudo-R
2

0.0869

Log-pseudolikelihood -1,229.93

Hausman Test 2.170

(0.994)

The multinomial logit probability model estimated in this table is a discrete dependent

variable taking value 0, 1 and 2 for Tranquil, Systemic Banking Crisis and Post Crisis

years, respectively, using the dating approach by Reinhart and Rogoff (2010). We

estimate Pr(Yit = 1,2) = α + β1Real GDP growthi,t-1 + β2Real interest ratei,t-1 +

β3Inflationi,t-1 + β4Depreciationi,t-1 + β5Terms of trade changesi,t-1 + β6M2/reservesi,t-1 

+ β7Credit-to-GDP growthi,t-1 + β8Liquidityi,t-1 + β9Net open positioni,t-1 + ei,t-1. We

present the coefficients of the multinomial logit regressions. Heteroschedasticity and

autocorrelation conistent standard errors are given in parentheses. ***, ** and * indicate

that the coefficient is significant at the 1%, 5% and 10% level, respectively.
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Table 3 – The binomial logit model (post crisis treated as tranquil times) 

 

(1) (2) (3) (4) (5)

Constant -4.331*** -4.476*** -4.501*** -4.471*** -4.468***

(0.232) (0.264) (0.271) (0.589) (0.585)

Credit to deposits (-1) 0.006*** 0.006*** 0.006*** 0.006*** 0.006***

(0.002) (0.002) (0.002) (0.002) (0.002)

Change in credit to GDP (-1) 0.020*** 0.021*** 0.019*** 0.019*** 0.019***

(0.006) (0.006) (0.006) (0.006) (0.006)

Inflation (-1) 0.010*** 0.011*** 0.011*** 0.011*** 0.011***

(0.003) (0.003) (0.003) (0.003) (0.003)

M2 to reserves (-1) 0.021*** 0.022*** 0.022*** 0.022*** 0.022***

(0.005) (0.005) (0.005) (0.005) (0.005)

Net open position (-1) -0.010* -0.011* -0.011* -0.011* -0.011*

(0.006) (0.006) (0.006) (0.006) (0.006)

Real GDP growth (-1) 0.036 0.036 0.036 0.036

(0.026) (0.026) (0.027) (0.027)

Real interest rate (-1) 0.007 0.007 0.007

(0.008) (0.008) (0.008)

Log GDP per capita (-1) -0.004 -0.004

(0.064) (0.064)

Change in terms of trade (-1) -0.0004

(0.006)

Pseudo-R
2

0.0600

Log-pseudolikelihood -391.70

The binomial logit probability model estimated in this Table is a discrete dependent variable taking value 1 for

Systemic Banking Crisis and 0 otherwise, using the dating approach by Reinhart and Rogoff (2010). We estimate

Pr(Yit = 1) = α + β1Real GDP growthi,t-1 + β2Real interest ratei,t-1 + β3Inflationi,t-1 + β4Depreciationi,t-1 +

β5Terms of trade changesi,t-1 + β6M2/reservesi,t-1 + β7Credit-to-GDP growthi,t-1 + β8Liquidityi,t-1 + β9Net open 

positioni,t-1 + ei,t-1. We present the coefficients of the binomial logit regressions. Heteroschedasticity and

autocorrelation conistent standard errors are given in parentheses. ***, ** and * indicate that the coefficient is

significant at the 1%, 5% and 10% level, respectively.
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Table 4 – The binomial model (post crisis are excluded) 

 

(1) (2) (3) (4) (5) (6)

Constant -4.512*** -4.375*** -4.411*** -4.056*** -4.156*** -4.165***

(0.222) (0.246) (0.256) (0.524) (0.588) (0.585)

Credit to deposits (-1) 0.007*** 0.007*** 0.007*** 0.007*** 0.007*** 0.007***

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Change in credit to GDP (-1) 0.021*** 0.021*** 0.019*** 0.019*** 0.019*** 0.019***

(0.007) (0.007) (0.007) (0.007) (0.007) (0.007)

Inflation (-1) 0.013*** 0.011*** 0.012*** 0.012*** 0.012*** 0.012***

(0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

M2 to reserves (-1) 0.026*** 0.025*** 0.025*** 0.026*** 0.026*** 0.026***

(0.005) (0.006) (0.006) (0.006) (0.006) (0.006)

Net open position (-1) -0.010 -0.010 -0.009 -0.009 -0.009

(0.006) (0.006) (0.006) (0.006) (0.006)

Real interest rate (-1) 0.009 0.010 0.010 0.010

(0.008) (0.008) (0.008) (0.008)

Log GDP per capita (-1) -0.049 -0.044 -0.044

(0.063) (0.065) (0.065)

Real GDP growth (-1) 0.016 0.017

(0.030) (0.030)

Change in terms of trade (-1) 0.001

(0.006)

Pseudo-R
2

0.0707

Log-pseudolikelihood -376.18

The binomial logit probability model estimated in this Table is a discrete dependent variable taking value 1 for Systemic

Banking Crisis and 0 for tranquil times, using the dating approach by Reinhart and Rogoff (2010). We estimate Pr(Yit = 1) 

= α + β1Real GDP growthi,t-1 + β2Real interest ratei,t-1 + β3Inflationi,t-1 + β4Depreciationi,t-1 + β5Terms of trade

changesi,t-1 + β6M2/reservesi,t-1 + β7Credit-to-GDP growthi,t-1 + β8Liquidityi,t-1 + β9Net open positioni,t-1 + ei,t-1 . We 

present the coefficients of the binomial logit regressions. Heteroschedasticity and autocorrelation conistent standard errors

are given in parentheses. ***, ** and * indicate that the coefficient is significant at the 1%, 5% and 10% level,

respectively.
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Table 5 – Multinomial model vs. binomial models 

 

(1) (2) (3) (4) (5)

EWS based upon: Multinomial

Statistic Statistic
% difference 

from (1)
Statistic

% difference 

from (1)

Number of observations 2,668 2,668 0.00 2,365 12.81

% Correct crisis 0.5670 0.5155 10.00 0.5361 5.77

% False alarms 0.2447 0.2952 -17.13 0.2659 -7.98

Pseudo-R
2

0.0869 0.0600 44.83 0.0707 22.91

AUC 0.7356 0.7061 4.18 0.7217 1.93

Number of observations 2,668 2,668 0.00 2,365 12.81

% Correct crisis 0.6216 0.6081 2.22 0.5811 6.98

% False alarms 0.2413 0.2783 -13.30 0.2715 -11.11

Pseudo-R
2

0.1432 0.0665 115.34 0.0809 77.01

AUC 0.7487 0.7265 3.06 0.7399 1.19

Definition of crisis by:

Rainhart and Rogoff (2011)

Leaven and Valencia (2012)

 substitute 2s

Binomial where 2s Binomial where 0s

are dropped
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Table 6 – Subsamples description 

 

(1) (2) (3) (4) (5) (6) (7)

All times
First year of 

crisis

Tranquil times 

and crisis 

years after the 

first

Tranquil times
Crisis years 

after the first

(a) 928 16 912 906 6 0.305

(b) 580 31 549 502 47 2.583

(c) 580 28 552 465 87 4.083

(d) 580 22 558 396 162 8.675

(a)+(b) 1508 47 1461 1408 53 1.181

(a)+(c) 1508 44 1464 1371 93 1.758

(a)+(d) 1508 38 1470 1302 168 3.524

(a) 928 2 926 926 0 0.063

(b) 580 21 559 533 26 1.750

(c) 580 28 552 495 57 3.083

(d) 580 23 557 463 94 5.250

(a)+(b) 1508 23 1485 1459 26 0.712

(a)+(c) 1508 30 1478 1421 57 1.224

(a)+(d) 1508 25 1483 1389 94 2.058

Subsamples from

Leaven and Valencia (2012)

Rainhart and Rogoff (2011)

Observations

Average 

duration of the 

crisis

Sample
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Table 7 – Subsample analysis (Reinhart and Rogoff, 2011) 

 

(1) (2) (3) (4) (5) (6) (7)

Binomial

comparison

(2) vs (3) (2) vs (5) (3) vs (5)

 % difference  % difference  % difference

(a)+(d) 0.7708 0.7342 4.99 0.7628 1.049 3.895

(a)+(c) 0.7573 0.7446 1.71 0.7540 0.438 1.262

(a)+(b) 0.7473 0.7377 1.30 0.7450 0.309 0.990

(a)+(d) 0.1227 0.0699 75.54 0.0844 45.379 20.744

(a)+(c) 0.0788 0.0499 57.92 0.0599 31.553 20.040

(a)+(b) 0.1367 0.0845 61.78 0.1001 36.563 18.462

(a)+(d) 0.6053 0.5789 4.55 0.5526 9.524 -4.545

(a)+(c) 0.6364 0.6136 3.70 0.6136 3.704 0.000

(a)+(b) 0.6383 0.6383 0.00 0.7045 -9.403 10.379

(a)+(d) 0.2231 0.2680 -16.75 0.2475 -9.847 -7.658

(a)+(c) 0.2558 0.2721 -6.00 0.2564 -0.223 -5.790

(a)+(b) 0.2503 0.2442 2.51 0.2392 4.641 -2.039

% False alarms

AUC

Pseudo-R
2

% Correct crisis

Binomial where 0s

 substitute 2s are dropped

Binomial where 2s 
Multinomial

Statistic Statistic

Sample

Statistic
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Table 8 – Subsample analysis (Laeven and Valencia, 2012) 

 

(1) (2) (3) (4) (5) (6) (7)

Binomial

comparison

(2) vs (3) (2) vs (5) (3) vs (5)

 % difference  % difference  % difference

(a)+(d) 0.8253 0.7836 5.322 0.8062 2.369 2.884

(a)+(c) 0.7931 0.7479 6.044 0.7827 1.329 4.653

(a)+(b) 0.7898 0.8097 -2.458 0.8149 -3.080 0.642

(a)+(d) 0.1734 0.1036 67.375 0.1220 42.131 17.761

(a)+(c) 0.1902 0.0906 109.934 0.1174 62.010 29.581

(a)+(b) 0.1998 0.0963 107.477 0.1037 92.671 7.684

(a)+(d) 0.8000 0.7200 11.111 0.7600 5.263 5.556

(a)+(c) 0.6000 0.5667 5.882 0.5667 5.882 0.000

(a)+(b) 0.6522 0.7826 -16.667 0.7391 -11.765 -5.556

(a)+(d) 0.2198 0.2589 -15.104 0.2405 -8.582 -7.135

(a)+(c) 0.2077 0.2388 -13.031 0.2132 -2.587 -10.721

(a)+(b) 0.2424 0.2606 -6.977 0.2351 3.119 -9.790

% False alarms

Statistic Statistic Statistic

AUC

Pseudo-R
2

% Correct crisis

Sample Multinomial
Binomial where 0s Binomial where 2s 

 substitute 2s are dropped
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Appendix B: Description and sources of data 

Variable Data definition Source 

Banking crisis 

In the binomial logit model, the 

variable takes on value of 1 if 

banking distress occurs and 0 

otherwise. 

In the multinomial logit model, 

the variable takes on the value of 

1 on the first year of the crisis, the 

value of 2 on crisis years other 

than the first, and 0 for all other 

times. 

Reinhart and Rogoff (2011) 

Laeven and Valencia (2012) 

Demirgüç-Kunt and Detragiache 

(2005) 

Caprio et al. (2005) 

GDP growth 
Annual percentage change of real 

GDP. 

World Development Indicators 

(World Bank) 

GDP per capita Log of real GDP per capita. 
World Development Indicators 

(World Bank) 

Inflation 
Annual percentage change of the 

GDP deflator. 

World Development Indicators 

(World Bank) 

Terms of trade change 
Rate of change in the terms of 

trade of goods and services. 

World Development Indicators 

(World Bank) 

M2 / Reserves 
Ratio of M2 to foreign exchange 

reserves of the Central Bank. 

World Development Indicators 

(World Bank) 

Real interest rate 

Lending interest rate adjusted for 

inflation as measured by the GDP 

deflator. 

World Development Indicators 

(World Bank) 

Credit-to-GDP growth 
Rate of growth of the ratio of real 

domestic private credit to GDP. 

Global Financial Development 

Database (World Bank) 

Net open FX position 
Ratio of net foreign assets to 

GDP. 

IMF IFS: line 31N divided by 

GDP 

Liquidity 
Ratio of banking system private 

credit to deposits. 

IMF IFS: 22d divided by lines 24 

+ 25 
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Appendix C: Subsample composition 

 

(A) (B) (C ) (D)

Bahamas, The Algeria Australia Bangladesh

Bahrain Argentina Colombia Burkina Faso

Barbados Austria Cote d'Ivoire Burundi

Belize Belgium Denmark Cameroon

Bhutan Benin Ecuador Central African Republic

Botswana Bolivia Finland Chad

Cape Verde Brazil Ghana China

Cyprus Canada Greece Congo, Rep.

Dominica Chile Ireland Egypt, Arab Rep.

Ethiopia Costa Rica Kenya India

Gabon France Korea, Rep. Italy

Gambia, The Germany Malaysia Japan

Grenada Indonesia Portugal Mexico

Guatemala Mali Senegal Niger

Honduras Morocco Sri Lanka Norway

Israel Netherlands Sweden Philippines

Lesotho Nigeria Togo Sierra Leone

Malawi Panama Tunisia Thailand

Mauritius Singapore Uganda United States

Nepal Switzerland Uruguay Venezuela, RB

New Zealand

Pakistan

Papua New Guinea

Rwanda

Seychelles

South Africa

Swaziland

Syrian Arab Republic

Trinidad and Tobago

Turkey

United Kingdom

Zambia
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Appendix D: Discussion 

This section presents the referee reports for the chapter along with the responses provided 

by the author.  

Referee #1: Prof. Damiano Bruno Silipo 

This chapter compares the performance of alternative logit models for EWS for predicting 

systemic banking crises, using a panel data set of 92 economies observed during the period 

1982-2010. It shows that the average duration of historically observed systemic crises is an 

important determinant in discriminating among alternative early warning models. 

Specifically, it shows that the longer the average duration of crisis the higher the predictive 

power of the multinomial logit model over the more commonly employed binomial logit 

models.  

C1: Since financial crisis differ not only on duration but also with respect to their severity, 

I wonder whether similar results hold with respect to the last variable. At least, the author 

may infer on the latter by providing a correlation matrix between length and deepness of the 

financial crisis used in the sample.   

R1: Thank you for the comment. Financial crises in general, and banking crises in particular, 

do differ in terms of duration and severity. The latter is a broad concept and typically refers 

to an outcome of the crisis, which is measured by output losses or fiscal costs (see for 

example Laeven and Valencia, 2012). Systemic banking crises have often resulted in 

significant real effects, including output losses and a deterioration of public finances. While 

there is a strand of the literature concerned with the real effects of banking crises (for 

example, Dell’Ariccia et al., 2008; Lane, 2011; Laeven and Valencia, 2013; Amaglobeli et 

al., 2015) these cannot be intuitively modelled in a EWS, which is mostly concerned with 

predicting the arrival of a banking crisis. However, the intuition that the duration of a 

banking crisis may be associated with higher real costs is correct. Table 1 below presents a 

correlation matrix reporting crisis duration (in years), output losses and fiscal costs of crises 

(both as a percentage of GDP) while Figure 1 and Figure 2 show a graphical representation 

of the relationship between these variables. The costs of banking crises are taken from 

Laeven and Valencia (2012). The results clearly show a significant positive association 

between the duration of a systemic banking crisis and the real costs for the economy.  
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Table 1 – Correlation matrix: duration and costs of systemic banking crises 

 

                      Source: Laeven and Valencia (2012); author. 

 

Figure 1: Crisis duration and output losses 

 

Figure 2: Crisis duration and fiscal costs 

 

Source: Laeven and Valencia (2012); author. 

 

C2: The author should discuss more deeply the implications of the results. Since we are 

dealing with EWS, and we know the duration of financial crisis only ex post, I wonder how 

we can use the conclusion of the paper to assess the relative performance of the two 

econometric models.  

R2: Thank you for this valid point. The objective of the Chapter is to show that by explicitly 

modelling transition periods where the economy is still in a state of crisis the performance 

of the EWS improves. This is possible through the multinomial logit model, which is shown 

to outperform the binomial logit model in samples where the duration of the banking crisis 

is longer. The main message of the Chapter is, therefore, that the duration of the crisis 

matters when estimating a EWS, which by definition is based on historical data and is only 

as good to predict crisis as the data themselves. 

Crisis duration Output losses Fiscal costs

Crisis duration 1

Output losses 0.2896* 1

Fiscal costs 0.2719*  0.3922*  1

1
2

3
4

5

0 50 100 150
Output losses (% GDP)

Fitted values Crisis duration (years)

1
2

3
4

5

0 20 40 60
Fiscal Costs (% GDP)

Fitted values Crisis duration (years)



94 

REFERENCES 

Acharya V., D. Gromb and T. Yorulmazer, 2012. Imperfect Competition in the Interbank 

Market for Liquidity as a Rationale for Central Banking. American Economic Journal of 

Macroeconomics 4(3), 184–217. 

Acosta-Gonzalez, E., Fernandez-Rodrıguez, F., Sosvilla-Rivero, S., 2012. On Factors 

Explaining the 2008 Financial Crisis. Economics Letters 115, 215–217.  

Ai, C. and E.C. Norton, 2003. Interaction Terms in Logit and Probit Models. Economics 

Letters 80, 123-129. 

Aizenman, J., Pasricha, G.K., 2012. Determinants of Financial Stress and Recovery during 

the Great Recession. International Journal of Finance and Economics 17, 347–372.  

Alessi, L., A. Antunes, J. Babecký, S. Baltussen, M. Behn, D. Bonfi M, O. Bush, C. Detken, 

J. Frost, R. Guimarães, T. Havránek, M. Joy, K. Kauko, J. Matějů, N. Monteiro, B. 

Neudorfer, T. Peltonen, P. M. M. Rodrigues, M. Rusnák, W. Schudel, M. Sigmund, H. 

Stremmel, K. Šmídková, R. Van Tilburg, B. Vašíček,  D. Žigraiová, 2015. Comparing 

Different Early Warning Systems: Results from A Horse Race Competition Of The 

Macroprudential Research Network. MPRA Paper 62194.  

Alessi, L., Detken, C., 2011. Real Time Early Warning Indicators for Costly Asset Price 

Boom/Bust Cycles: A Role for Global Liquidity. European Journal of Political Economy 

27, 520–533.  

Allen F., and Gale D. 1998. Optimal Financial Crises. Journal of Finance 53, 1245–84  

Allen, F. and D. Gale, 2000a. Comparing Financial Systems, Cambridge, MA: MIT Press. 

Allen F., and Gale D. 2000b. Financial Contagion. Journal of Political Economy 108, 1–33  

Allen F., and Gale D., 2000c. Bubbles and Crises. Economics Journal of 110, 236–55. 

Allen, F. and Gale D., 2004. Competition and Financial Stability. Journal of Money Credit 

and Banking 36(3), 433-80. 



95 

Allen, F., 1990. The Market for Information and the Origin of Financial Intermediation. 

Journal of Financial Intermediation 1, 3-30. 

Amaglobeli, D., End, N., Jarmuzek, M., and Palomba, G., 2015.  From Systemic Banking 

Crises to Fiscal Costs: Risk Factors. IMF Working Paper 15/166. 

Angkinand, A.P., Willett, T.D., 2011. Exchange Rate Regimes and Banking Crises: The 

Channels of Influence Investigated. International Journal of Finance Economics 16, 256–

274.  

Angora, A., Tarazi, A.E., 2011. Crises Bancaires Dans Les Pays De L’UEMOA: Un 

Systeme D’alerte Avance’ Fonde’ Sur Une Approche Logit Multinomiale (Banking Crises 

In UEMOA Countries; An Early Warning System Based On Multinomial Logit). Brussels 

Economics Review 54, 21–50.  

Arcand, J.L., Berkes E. and Panizza U., 2015. Too much finance?. Journal of Economic 

Growth, 20(2), 105–148. 

Arena, M., 2008. Bank Failures and Bank Fundamentals: A Comparative Analysis of Latin 

America and East Asia during the Nineties Using Bank-Level Data. Journal of Banking and 

Finance 32, 299–310. 

Artha, I.K.D.S., De Haan, J., 2011. Labour Market Flexibility and the Impact of the 

Financial Crisis. Kyklos 64, 213–230.  

Babecký, J., T. Havránek, J. Matějů, M. Rusnák, K. Šmídková and B. Vašíček, 2013. 

Leading Indicators of Crisis Incidence: Evidence from Developed Countries. Journal of 

International Money Finance 35, 1-19. 

Bain, J., 1951. Relation of Profit Rate to Industry Concentration. Quarterly Journal of 

Economics, 65, 293−324. 

Barrell, R., Davis, E.P., Karim, D., Liadze, I., 2010. Bank Regulation, Property Prices and 

Early Warning Systems for Banking Crises in OECD Countries. Journal of Banking and 

Finance 34, 2255–2264.  

Barrell, R., Davis, E.P., Karim, D., Liadze, I., 2011. How Idiosyncratic Are Banking Crises 

In OECD Countries? Natl. Inst. Economics Review 216 (May), R53–R58.  



96 

Barth, J. R., G. Caprio Jr, and R. Levine, 2013. Bank Regulation and Supervision in 180 

Countries from 1999 to 2011, Journal of Financial Economics Policy, 5(2), 111-219. 

Basel Committee on Banking Supervision, 2010. Guidance for National Authorities 

Operating the Countercyclical Capital Buffer. Basel: BCBS. 

Beck, T., 2008. Bank Competition and Financial Stability: Friends or Foes? World Bank 

Policy Research Working Paper 4656. World Bank. 

Beck, T., Demirgüç-Kunt, A., Levine, R., 2006. Bank Concentration, Competition and 

Crises: First Results. Journal of Banking and Finance 30, 1581– 1603.  

Beck, T., Demirgüç-Kunt, A., and R. Levine, 2007. Bank Concentration and Fragility: 

Impact and Mechanics, In The Risk of Financial Institutions edited by M. Carey and R. M. 

Stulz. Chicago, USA: Cambridge University of Chicago Press. 

Beck, T., O. De Jonghe, and G. Schepens, 2013. Bank Competition and Stability: Cross-

country Heterogeneity, Journal of Financial Intermediation 22, 218-244. 

Benston, G., Hunter, C., and Wall, L., 1995. Motivations For Bank Mergers and 

Acquisitions: Enhancing The Deposit Insurance Put Option Versus Earnings 

Diversification. Journal of Money Credit and Banking 27, 777-88. 

Berg, A., Pattillo, C., 1999a. Predicting Currency Crisis: The Indicators Approach and an 

Alternative. Journal of International Money and Finance 18, 561– 586.  

Berg, A., Pattillo, C., 1999b. What Caused The Asian Crisis: An Early Warning System 

Approach. Economics Notes 28, 285–334.  

Berger, A. N., L. F. Klapper, and R. Turk-Ariss, 2009. Bank Competition and Financial 

Stability Journal of Financial Services Research 35, 99-118. 

Berkmen, S.P., Gelos, G., Rennhack, R., Walsh, J.P., 2012. The Global Financial Crisis: 

Explaining Cross-Country Differences in the Output Impact. Journal of International Money 

and Finance 31, 42–59.  

http://www.emeraldinsight.com/author/Caprio%2C+Gerard+Jr
http://www.emeraldinsight.com/author/Levine%2C+Ross


97 

Besanko, D. and A. V. Thakor, 1993. Relationship Banking, Deposit Insurance and Bank 

Portfolio. In Capital Markets and Financial Intermediation, edited by C. Mayer and X. 

Vives. Cambridge, UK: Cambridge University Press. 

Bhattacharya S, Gale D. 1987. Preference shocks, liquidity, and central bank policy. In New 

Approaches to Monetary Economics, ed. W Barnett, K Singleton, 4, 69–88. Cambridge, 

UK: Cambridge University Press.  

Bhattacharya S, Thakor A., 1993. Contemporary Banking Theory. Journal of Financial 

Intermediation 3, 2–50. 

Bofondi, M., Gobbi, G., 2004. Bad Loans and Entry into Local Credit Markets. Mimeo. 

Boot, A. W.A., and S.I. Greenbaum, 1993. Bank-Regulation, Reputation and Rents: Theory 

and Policy Implications. In Capital Markets and Financial Intermediation, edited by C. 

Mayer and X. Vives. Cambridge, UK: Cambridge University Press. 

Bordo, M., B. Eichengreen, D. Klingebiel and M. S. Martinez-Peria, 2011. Is The Crisis 

Problem Growing More Severe? Economic Policy, 16, 51-82.  

Bordo, M.D., Meissner, C.M., 2012. Does Inequality Lead To A Financial Crisis? Journal 

of International Money and Finance 31, 2147–2161.  

Borio, C., Drehmann, M., 2009. Assessing The Risk Of Banking Crises – Revisited. BIS 

Quarterly Review (March), 29–46.  

Borio, C., Lowe, P., 2002. Assessing the Risk of Banking Crises. BIS Quarterly Review 

(December), 43–54.  

Boyd, J.H. and E.C. Prescott, 1986. Financial Intermediary-Coalitions. Journal of Economic 

Theory 38, 211-232 

Boyd, J.H., and D. E. Runkle, 1993. Size and Performance of Banking Firms: Testing the 

Predictions of Theory. Journal of Monetary Economics 31, 47–67. 

Boyd, J.H., and G. De Nicoló, 2005. The Theory of Bank Risk-Taking and Competition 

Revisited, Journal of Finance 60, 1329-343. 



98 

Boyd, J.H., De Nicoló, G., and Jalal, A., 2006. Bank Risk Taking and Competition: New 

Theory, New Empirics. IMF Working Paper 06/297. 

Bretschger, L., V. Kappel and T. Werner, 2012. Market Concentration and the Likelihood 

of Financial Crises. Journal of Banking and Finance 36, 3336-345. 

Brunnermeier M. 2001. Asset Pricing under Asymmetric Information: Bubbles, Crashes, 

Technical Analysis and Herding. Oxford, UK: Oxford University Press. 

Bryant J. 1980. A Model of Reserves, Bank Runs, and Deposit Insurance. Journal of 

Banking and Finance 4, 335–44. 

Bunda, I., Ca’Zorzi, M., 2010. Signals from Housing and Lending Booms. Emerging 

Markets Review 11, 1–20.  

Bussiere, M., Fratzscher, M., 2006. Towards A New Early Warning System of Financial 

Crises. Journal of International Money and Finance 25, 953–973.  

Buyukkarabacak, B., Valev, N.T., 2010. The Role of Household and Business Credit in 

Banking Crises. Journal of Banking and Finance 34, 1247– 1256. 

Caballero, R.J., Krishnamurthy, A., 2009. Global Imbalances and Financial Fragility. 

American Economic Review Paper Proceedings 99, 584–588.  

Caggiano, G., P. Calice and L. Leonida, 2014. Early Warning Systems and Banking Crises 

in Low-Income Countries: A Multinomial Logit Approach. Journal of Banking and Finance 

47, 258-269. 

Calomiris C.W. 1999. Building an Incentive-Compatible Safety Net. Journal of Banking 

and Finance 23, 1499–519  

Calomiris, C.W., 2000. U.S. Bank Deregulation in Historical Perspective. Cambridge 

University Press.  

Calomiris, C.W., Mason, J.R., 2000. Causes of Bank Distress during the Great Depression. 

NBER Working Paper 7919. 

Calomiris C.W., Mason J.R. 2003. Fundamentals, Panics, and Bank Distress during the 

Depression. American Economic Review 93, 1615–47  



99 

Caminal, R., and Matutes, C., 2002. Market Power and Banking Failures. International 

Journal of Industrial Organisation 20, 1341-61. 

Caprio G., Honohan P. 2010. Banking crises. In The Oxford Handbook of Banking, ed. A.N. 

Berger, P. Molyneux, JOS Wilson, 26, 673–92. Oxford, UK: Oxford University Press. 

Caprio Jr., G., Klingebiel, D., 1996. Bank Insolvencies: Cross-Country Experience. World 

Bank Policy Research Working Paper 1620.  

Caprio Jr., G., Klingebiel, D., 2003. Episodes of Systemic and Borderline Financial Crises. 

World Bank Research Dataset. 

Caprio, G., Klingebiel, L. Laeven and G. Noguera, 2005. Banking Crisis Database, In 

Systemic Financial Crises, P. Honohan and L. Laeven (Eds.). Cambridge University Press. 

Carbó-Valverde, S., L.E. Pedauga, and F. Rodriguez-Fernandez, 2013. Another Look at 

Bank Consolidation and Financial Stability. Mimeo. 

Cetorelli, N., 1999. Competitive Analysis in Banking: Appraisal of the Methodologies. 

Economic Perspectives, Federal Reserve Bank of Chicago, First Quarter, 2–15 

Cetorelli, N., B. Hirtle, D. Morgan, S. Peristiani and J. Santos, 2007. Trends in Financial 

Market Concentration and Their Implications for Market Stability. Economic Policy 

Review, Federal Reserve Bank of New York. 

Chan, Y.-S., Greenbaum, S., and Thakor, A., 1986. Information Reusability, Competition 

and Bank Asset Quality. Journal of Banking and Finance 10, 243-53. 

Chang, E., S. Guerra, E. Lima and E. Tabak, 2008. The Stability-Concentration Relationship 

in the Brazilian Banking System. Journal of International Financial Markets Institutions and 

Money 18(4), 388-397. 

Chari V, Jagannathan R. 1988. Banking Panics, Information, and Rational Expectations 

Equilibrium. Journal of Finance 43, 749–60  

Chong, B. S., 1991. Effects of Interstate Banking on Commercial Banks Risk and 

Profitability. Review of Economics and Statistics 73, 78-84. 



100 

Claessens, S. and Laeven, L., 2004. What Drives Bank Competition? Some International 

Evidence. Journal of Money, Credit and Banking 36(3), 563–83. 

Connor, G., Flavin, T., O’Kelly, B., 2012. The U.S. and Irish Credit Crises: Their Distinctive 

Differences and Common Features. Journal of International Money and Finance 31, 60–79.  

Cordella, T., and Yeyati, E.L., 2002. Financial Opening, Deposit Insurance, and Risk in a 

Model of Banking Competition. European Economic Review 46, 471-85. 

Corsetti, G., Pesenti, P., Roubini, N., 1999. Paper Tigers? A Model of the Asian Crisis. 

European Economics Review 43, 1211–1236.  

Craig, B., and Santos, J., 1997. The Risk Effect of Bank Acquisitions. Federal Reserve Bank 

of Cleveland Economic Review Q II, 25-35. 

Cuestas, J. C., Y. Lucotte and N. Reigl, 2017. Banking Sector Concentration, Competition 

and Financial Stability: The Case of the Baltic Countries. Eesti Pank Working Paper 7/2107. 

Davis, E. P.  D. Karim, 2008a. Comparing Early Warning Systems for Banking Crises. 

Journal of Financial Stability, 4, 89-120. 

Davis, E.P., Karim, D., 2008b. Could Early Warning Systems Have Helped To Predict The 

Sub-Prime Crisis? National Institute Economic Review 206, 35–47. 

Davis, P.E., Karim, D., Liadze, I., 2011. Should Multivariate Early Warning Systems For 

Banking Crises Pool Across Regions? Weltwirtschaftliches Archiv (Review World 

Economics) 147, 693–716.  

De Nicoló, G., 2000. Size, Charter Value and Risk in Banking: An International Perspective. 

International Finance Discussion Paper 689, Board of Governors of the Federal Reserve 

System. 

De Nicoló, G., Dell’Ariccia G, Laeven L, Valencia F. 2010. Monetary Policy and Bank Risk 

Taking. International Monetary Fund Staff Position Note SPN/10/09, Washington, D.C. 

De Nicoló, G., Lucchetta, M., 2011. Bank Competition and Financial Stability: A General 

Equilibrium Exposition. International Monetary Fund Working Paper 11/295. 



101 

De Nicoló, G., P. Bartholomew, J. Zaman and M. Zephirin, 2003. Bank Consolidation, 

Conglomeration and Internationalization: Trends and Implications for Financial Risk. IMF 

Working Paper 03/158. 

Dell’Ariccia, G., E. Detragiache and R. Rajan, 2007. The Real Effects of Banking Crises. 

Journal of Financial Intermediation 17, 89-112. 

Dell’Ariccia, G., Laeven L., Marquez R. 2010. Monetary Policy, Leverage, and Bank Risk 

Taking. International Monetary Fund Working Paper 10/276. 

Dell’Ariccia G., Detragiache E., and Rajan, R., 2008. The real effect of banking crises. 

Journal of Financial Intermediation, 17(1), 89–112. 

Demirgüç-Kunt, A., Detragiache, E., 1998. The Determinants of Banking Crises in 

Developing and Developed Countries. International Monetary Fund Staff Papers 45, 81–

109.  

Demirgüç-Kunt, A., Detragiache, E., 2000. Monitoring Banking Sector Fragility: A 

Multivariate Logit Approach. World Bank Economic Review 14, 287–307.  

Demirgüç-Kunt, A. and E. Detragiache, 2002. Does Deposit Insurance Increase Banking 

System Stability? An Empirical Investigation, Journal of Monetary Economics 49, 1373-

406. 

Demirgüç-Kunt, A., Laeven, L., and Levine, R., 2004. Regulations, Market Structure, 

Institutions and the Cost of Financial Intermediation. Journal of Money, Credit and Banking 

36: 593–622. 

Demirgüç-Kunt, A., Detragiache, E., 2005. Cross-Country Empirical Studies of Systemic 

Bank Distress: A Survey. National Institute Economic Review 192, 68–83.  

Demirguc-Kunt A, Kane E, Laeven L, eds. 2008. Deposit Insurance around the World: 

Issues of Design and Implementation. Cambridge, MA: MIT Press. 

Diamond, D., 1984. Financial Intermediation and Delegated Monitoring. Review of 

Economic Studies 51, 393-414. 



102 

Diamond, D., Dybvig, P.H., 1983. Bank Runs, Deposit Insurance and Liquidity. Journal of 

Political Economy 91, 401–419.  

Diamond D, Rajan R. 2001. Liquidity Risk, Liquidity Creation and Financial Fragility: A 

Theory of Banking. Journal of Political Economy 109, 2431–65  

Diamond D, Rajan R. 2005. Liquidity Shortages and Banking Crises. Journal of Finance 60, 

615–47  

Diamond D., Rajan R., 2006. Money in a Theory of Banking. American Economic Review 

96, 30–53.  

Diamond D., Rajan R., 2009. Illiquidity and Interest Rate Policy. National Bureau of 

Economic Research Working Paper 15197. 

Dick, A., 2006. Nationwide Branching and Its Impact on Market Structure, Quality and 

Bank Performance. Journal of Business 79, 2, 567-92. 

Domac, I., Martinez Peria, M.S., 2003. Banking Crises and Exchange Rate Regimes: Is 

There a Link? Journal of International Economics 61, 41–72.  

Drees B, Pazarbasioglu C., 1998. The Nordic banking crisis: pitfalls in financial 

liberalization. International Monetary Fund Occasional Papers 161. 

Drehmann, M., C. Borio, and K. Tsatsaronis, 2011. Anchoring Countercyclical Capital 

Buffers: The Role of Credit Aggregates. International Journal of Central Banking 7, 189–

240.  

Drehmann, M., M. Juselius, 2014. Evaluating Early Warning Indicators of Banking Crises: 

Satisfying Policy Requirements. International Journal of Forecasting 30(3), 759–780.  

Duttagupta, R., Cashin, P., 2011. Anatomy of Banking Crises in Developing and Emerging 

Market Countries. Journal of International Money and Finance 30, 354–376.  

Eichengreen, B. and C. Arteta, 2000. Banking Crises in Emerging Markets: Presumptions 

and Evidence. Center for International and Development Economics Research (CIDER) 

Working Papers, C00-115, August. 

http://econpapers.repec.org/RePEc:ucb:calbcd:c00-115
http://econpapers.repec.org/RePEc:ucb:calbcd:c00-115


103 

Eichengreen, B., Rose, A.K., Wypolsz, C., 2003a. Contagious Currency Crisis. In: 

Eichengreen (Eds.), Capital Flows and Crises. MIT Press, Cambridge, Massachusetts, 155–

185. 

Eichengreen, B., Rose, A.K., Wypolsz, C., 2003b. Exchange Market Mayhem: The 

Antecedents and Aftermath of Speculative Attacks. In: Eichengreen (Eds.), Capital Flows 

and Crises. MIT Press, Cambridge, Massachusetts, 99–154.  

Eichler, S., Karmann, A., Maltritz, D., 2011. The Term Structure of Banking Crisis Risk in 

the United States: A Market Data Based Compound Option Approach. Journal of Banking 

and Finance 35, 876–885.  

Evrensel, A.Y., 2008. Banking Crisis and Financial Structure: A Survival Time Analysis. 

International Review of Economics and Finance 17, 589–602.  

Farhi E, Tirole J. 2012. Collective Moral Hazard, Maturity Mismatch, and Systemic 

Bailouts. American Economic Review 102, 60–93. 

Frankel, J.A., Rose, A.K., 1996. Currency Crashes in Emerging Markets: An Empirical 

Treatment. Journal of International Economics 41, 351–366.  

Frankel, J.A., Saravelos, G., 2010. Are Leading Indicators Of Financial Crises Useful For 

Assessing Country Vulnerability? Evidence from the 2008–2009 Global Crisis. NBER 

Working Paper Series 16047.  

Friedman, M., Schwartz, A. J., 1963. A Monetary History of the United States 1867–1960. 

NBER, Princeton University Press, New Jersey.  

Frydl, E. J., 1999. The Length and Cost of Banking Crises. International Monetary Fund 

Working Paper WP/99/30. 

Fu, X., Lin., Y., Molyneux., P., 2014. Bank competition and financial stability in Asia 

Pacific. Journal of Banking and Finance 38, 64-77. 

Giannetti, M., 2007. Financial Liberalization and Banking Crises: The Role of Capital 

Inflows and Lack of Transparency. Journal of Financial Intermediation 16, 32–63.  



104 

Gomez, E., Rozo, S., 2008. Beyond Bubbles: The Role of Asset Prices In Early-Warning 

iIndicators. Ensayos Sobre Politica Economica 56, 114–148.  

Gorton G. 1998. Banking Panics and Business Cycles. Oxford Economic Papers 40, 751–

81. 

Gorton G., 2008. The Panic of 2007. National Bureau of Economic Research Working Paper 

14358. 

Greene, W. H., 2011. Econometric Analysis. Prentice Hall; 7th Edition (February 13, 2011). 

Guo, F., Chen, C.R., Huang, Y.S., 2011. Markets Contagion during Financial Crisis: A 

Regime Switching Approach. International Review of Economics and Finance 20, 95–109.  

Hahm, J.-H., Shin, H.S., Shin, K., 2011. Non-Core Bank Liabilities and Financial 

Vulnerability. Paper Presented at the FED and JMCB Conference, September 2011.  

Haile, F., Pozo, S., 2008. Currency Crisis Contagion and Identification of Transmission 

Channels. International Review of Economics and Finance 17, 572– 588.  

Hausman, J. A. D. McFadden, 1984. Specification Tests for the Multinomial Logit Model, 

Econometrica, 52, 1219-1240.  

Hellman, T., K. Murdock, and J.E. Stiglitz, 2000. Liberalization, Moral Hazard in Banking 

and Prudential Regulation: Are Capital Controls Enough? American Economic Review 90, 

147-65. 

Herrala, R., 1999. Banking Crises Vs Depositor Crises: The Era of the Finnish Markka 

1865–1998. Scandinavian Economic History Review 47, 5–22.  

Herring R, Wachter S. 2003. Bubbles in Real Estate Markets. In Asset Price Bubbles: The 

Implications of Monetary, Regulatory, and International Policies, ed. W Hunter, G 

Kaufman, M Pomerleano, 14, 217–30. Cambridge, MA: MIT Press. 

Hoggarth, G., Jackson, P., Nier, E., 2005. Banking Crises and the Design of Safety Nets. 

Journal of Banking and Finance 29, 143–159.  

Hoggarth, G., Reis, R., Saporta, V., 2002. Costs of Banking System Instability: Some 

Empirical Evidence. Journal of Banking and Finance 26, 825– 855.  



105 

Hong, A., 2006. Is There A Link Between Dollarization and Banking Crises? Journal of 

International Development 18, 1123–1135.  

Honohan, P., 1997. Banking System Failures in Developing and Transition Countries: 

Diagnosis and Prediction. BIS Working Paper 39.  

Hovakimian A, Kane E, Laeven L. 2003. How country and safety-net characteristics affect 

bank risk shifting. Journal of Financial Services Research 23, 177–204. 

Hsieh, F.  B. W. Turnbull, 1996. Nonparametric and Semiparametric Estimation of the 

Receiver Operating Characteristic Curve. Annals of Statistics, 24, 25-40. 

Hughes, J. P., and L. Mester, 1998. Bank Capitalization and Cost: Evidence of Scale 

Economies in Risk Management and Signalling. Review of Economics and Statistics 80, 

314-25. 

Husain, A.M., Mody, A., Rogoff, K.S., 2005. Exchange Rate Regime Durability and 

Performance in Developing Versus Advanced Countries. Journal of Monetary Economics 

52, 35–64.  

Hwang, Y. N., 2012. Financial Friction in an Emerging Economy. Journal of International 

Money and Finance 31, 212–227.  

IJtsma, P., L. Spierdijk, and S. Shaffer, 2017. The Concentration-Stability Controversy in 

Banking: New Evidence from the EU-25. Journal of Financial Stability, in press. 

Jacklin C, Bhattacharya S. 1988. Distinguishing Panics and Information-Based Bank Runs: 

Welfare and Policy Implications. Journal of Political Economy 96, 568–92  

Jimenez, G., J. Lopez, and J. Saurina, 2013. How Does Competition Impact Bank Risk-

Taking? Journal of Financial Stability 9, 185-95. 

Jonung, L., Soderstrom, H.T., Stymne, J., 1996. Depression in the North—Boom and Bust 

in Sweden and Finland 1985–93. Finnish Economic Papers 9, 55–71.  

Jorda’, O., Schularick, M., Taylor, A.M., 2011. Financial Crises, Credit Booms and External 

Imbalances: 140 Years of Lessons. International Monetary Fund Economic Review 59, 

340–378.  



106 

Joyce, J.P., 2011. Financial Globalization and Banking Crises in Emerging Markets. Open 

Economy Review 22, 875–895.  

Kamin, S.B., DeMarco, L.P., 2012. How Did A Domestic Housing Slump Turn Into A 

Global Financial Crisis? Journal of International Money and Finance 31, 10–41.  

Kaminsky, G., Lizondo, S., Reinhart, C.M., 1998. Leading Indicators of Currency Crises. 

International Monetary Fund Staff Papers 45, 1–48.  

Kaminsky, G., Reinhart, C.M., 1998. Financial Crisis in Asia and Latin America: Then and 

Now. In: The American Economic Review 88: Papers and Proceedings of the Hundred and 

Tenth Annual Meeting of the American Economic Association, 444–448.  

Kaminsky, G.L.  Reinhart, C.M., 1999. The Twin Crises: The Causes of Banking and 

Balance-Of-Payments Problems. American Economic Review 89, 473–500.  

Kauko, K., 2012. External Deficits and Non-Performing Loans in the Recent Financial 

Crisis. Economics Letters 115, 196–199.  

Kauko, K., 2014. How to Foresee Banking Crises? A Survey of the Empirical Literature. 

Economic Systems 38, 289-308. 

Keeley, M.C., 1990. Deposit Insurance, Risk and Market Power in Banking. American 

Economic Review 80, 1183–1200.  

Kemme, D., Roy, S., 2012. Did The Recent Housing Boom Signal The Global Financial 

Crisis? South. Economics Journal 78, 999–1018.  

Khan, A.H., Khan, H.A., Dewan, H., 2013. Central Bank Autonomy, Legal Institutions and 

Banking Crisis Incidence. International Journal of Finance and Economics 18, 51–73.  

Kiander, J., Vartia, P., 2011. Lessons from the Crisis in Finland and Sweden. Empirica 38, 

53–69.  

Kindleberger, C. P., 1978. Manias, Panics, and Crashes: A History of Financial Crises. New 

York: Basic Books, revised and enlarged, 1989, 3rd ed. 1996 

Klomp, J., De Haan, J., 2009. Central Bank Independence and Financial Instability. Journal 

of Financial Stability 5, 321–338.  



107 

Kroszner, R. S., L. Laeven and D. Klingebiel, 2007. Banking Crises, Financial Dependence 

and Growth. Journal Financial Economics, 84, 187-228. 

Laeven L. 2002. Bank risk and deposit insurance. World Bank Economic Review 16, 109–

37. 

Laeven, L., 2011. Banking Crisis: A Review. Annual Review of Financial Economics 3, 17-

40. 

Laeven, L., Levine, R. 2007. Is There a Diversification Discount in Financial 

Conglomerates? Journal of Financial Economics 85(2), 331-67 

Laeven, L., Valencia, F. 2008. Systemic Banking Crises: A New Database. International 

Monetary Fund Working Paper 08/224.  

Laeven, L., Valencia, F. 2010. Resolution of Banking Crises: The Good, the Bad, and the 

Ugly. International Monetary Fund Working Paper 10/146. 

Laeven, L., Valencia, F. 2012. Systemic Banking Crises Database: An Update, International 

Monetary Fund Working Paper 12/163. 

Laeven, L., Valencia, F. 2013. Systemic Banking Crises Database. IMF Economic Review, 

61(2). 

Lindgren C.J., Garcia G, Saal M., 1996. Bank Soundness and Macroeconomic Policy. 

International Monetary Fund Working Paper 215. 

Lo Duca, M., Peltonen, T.A., 2013. Assessing Systemic Risks and Predicting Systemic 

Events. Journal of Banking and Finance 37, 2183–2195.  

Marcus, A.J., 1984. Deregulation and Bank Financial Policy. Journal of Banking and 

Finance 8, 557-565. 

Marquering, W., Nisser, J., Valla, T., 2006. Disappearing Anomalies: A Dynamic Analysis 

of the Persistence of Anomalies. Applied Financial Econometrics 16, 291–302.  

Martinez-Miera D., and R. Repullo, 2010. Does Competition Reduce the Risk of Bank 

Failure? Review of Financial Studies 23, 3638-64. 



108 

Martinez-Peria, M.S., Schmukler S. 2001. Do Depositors Punish Banks for Bad Behaviour? 

Market Discipline, Deposit Insurance, and Banking Crises. Journal of Finance 56, 1029–51  

Matutes, C. and Vives, X., 1996. Competition for Deposits, Fragility and Insurance. Journal 

of Financial Intermediation 5, 184-216. 

Matutes, C., and X. Vives, 2000. Imperfect Competition, Risk Taking and Regulation in 

Banking. European Economic Review 44, 184-216. 

Mercieca, S., K. Schaeck, S. Wolfe, 2007. Small European Banks: Benefits from 

Diversification? Journal of Banking and Finance 31, 1975–1998. 

Minsky, H. 1977. The Financial Instability Hypothesis: An Interpretation of Keynes and an 

Alternative to ‘‘Standard’’ Theory. Journal of Economics and Business 16, 5–16.  

Minsky H. 1982. The Financial Instability Hypothesis: Capitalistic Processes and the 

Behaviour of the Economy. In Financial Crises: Theory, History and Policy, ed. C. 

Kindleberger, J-P Laffargue, pp. 13–29. Cambridge, UK: Cambridge University Press. 

Mirzaei, A., T. Moore and G. Liu, 2013. Does Market Structure Matter on Banks’ 

Profitability and Stability? Emerging vs. Advanced Economies. Journal of Banking and 

Finance 37, 2920-2937. 

Misati, R.N., Nyamongo, E.M., 2012. Financial Liberalization, Financial Fragility and 

Economic Growth in Sub-Saharan Africa. Journal of Financial Stability 8, 150–160. 

Mishkin, F. S., 1999. Financial Consolidation: Dangers and Opportunities. Journal of 

Banking and Finance 23, 675–91. 

Niemira, M.P., Saaty, T.L., 2004. An Analytic Network Process Model for Financial-Crisis 

Forecasting. International Journal of Forecasting 20, 573–587.  

Noy, I., 2004. Financial Liberalization, Prudential Supervision and the Onset of Banking 

Crises. Emerging Markets Review 5, 341–359.  

O’Hara, M. and W. Shaw, 1990. Deposit Insurance and Wealth Effects: The Value of Being 

Too Big to Fail. Journal of Finance 45, 1587–1600. 



109 

Obstfeld, M., 2012. Does The Current Account Still Matter? American Economic Review 

102, 1–23.  

Paroush, J., 1995. The effect of merger and acquisition activity on the safety and soundness 

of a banking system. Review of Industrial Organisation 10, 53-67. 

Patro, D.K., Qi, M., Sun, X., 2013. A Simple Indicator of Systemic Risk. Journal of 

Financial Stability 9, 105–116.  

Peterson, L. 2013. Classification Analysis of DNA Microarrays. Wiley Series in 

Bioinformatics (Book 7). Wiley.  

Quagliariello, M., 2008. Does Macroeconomy Affect Bank Stability? A Review of the 

Empirical Evidence. Journal of Banking and Regulation 9, 102– 115.  

Ramakrishnan, R. and A. V. Thakor, 1984. Information Reliability and a Theory of 

Financial Intermediation. Review of Economic Studies 51, 415-432. 

Ranciere, R., Tornell, A., Westermann, F., 2006. Decomposing the Effects of Financial 

Liberalization: Crises Vs Growth. Journal of Banking and Finance 30, 3331–3348.  

Ranciere R., Tornell, A., and Westermann, F., 2008. Systemic Crises and Growth. Quarterly 

Journal of Economics 123, 359-406. 

Razin, A., Rosefielde, S., 2011. Currency and Financial Crises of the 1990s and 2000s. 

Centre for Economic Policy Research Discussion Paper 8264.  

Reinhart, C.M., Rogoff, K.S., 2008a. Is The 2007 US Sub-Prime Crisis So Different? An 

International Historical Comparison. In: American Economic Review 98: Papers and 

Proceedings of the One Hundred Twentieth Annual Meeting of the American Economic 

Association, 339–344.  

Reinhart, C.M., Rogoff, K.S., 2008b. Banking Crises: An Equal Opportunities Menace. 

NBER Working Paper 14587.  

Reinhart, C. M., Rogoff, K. S., 2009. This Time is Different: Eight Centuries of Financial 

Folly. Princeton University Press, New Jersey.  



110 

Reinhart, C.M., Reinhart, V.R., 2008. Capital Flow Bonanzas: An Encompassing View of 

the Past and Present. NBER Working Paper Series 14321.  

Reinhart, C. M.  K. S. Rogoff, 2011. From Financial Crash to Debt Crisis. American 

Economic Review, 101(5), 1676-1706. 

Rochet J.C. 2008. Why Are There So Many Banking Crises? The Politics and Policy of 

Bank Regulation. Princeton, NJ: Princeton University Press. 

Rose, A.K., Spiegel, M.M., 2011. Cross-Country Causes and Consequences of the Crisis: 

An Update. European Economic Review 55, 309–324.  

Rose, A.K., Spiegel, M.M., 2012. Cross-Country Causes and Consequences of the 2008 

Crisis: Early Warning. World Economics 24, 1–16.  

Roy, S., Kemme, D.M., 2011. What Is Really Common In The Run-Up To Banking Crises? 

Economics Letters 113, 211–214.  

Roy, S., Kemme, D.M., 2012. Causes of Banking Crises: Deregulation, Credit Booms and 

Asset Bubbles, Then and Now. International Review of Economics and Finance 24, 270–

294.  

Sáez, L. and X. Shi, 2004. Liquidity Pools, Risk Sharing, and Financial Contagion. Journal 

of Financial Services Research 25(1), 5-23. 

Sarlin, P., Peltonen, T.A., 2011. Mapping the State of Financial Stability. European Central 

Bank Working Paper 1382.  

Schaeck, K., M. Cihak and S. Wolfe, 2009. Are Competitive Banking System More Stable? 

Journal of Money Credit and Banking 41, 711–734. 

Schularick, M., Taylor, A.M., 2012. Credit Booms Gone Bust: Monetary Policy, Leverage 

Cycles and Financial Crises 1870–2008. American Economic Review 102, 1029–1061. 

Schwaab, B., Andre´ Lucas, A., Koopman, S.J., 2010. Systemic Risk Diagnostics. 

Duisenberg School of Finance, Tinbergen Institute Discussion Paper TI 10-104/DSF2.  

Singh, T.R., 2011. An Ordered Probit Model of an Early Warning System for Predicting 

Financial Crisis in India. IFC Bulletin 34, 185– 201.  

http://ideas.repec.org/p/nbr/nberwo/15795.html


111 

Smith B. 2002. Monetary Policy, Banking Crises, and the Friedman Rule. American 

Economic Review 92, 128–34  

Solow, R.M., 2005. Foreword In: Charles P Kindleberger – Robert Z Aliber. In: Manias, 

Panics and Crashes. 5th Ed. John Wiley & Sons Inc., New Jersey.  

Staikouras, S.K., 2004. A Chronicle of the Banking and Currency Crises. Appl. Economics 

Letters 11, 873–878.  

Stanley, T.D., 2005. Beyond Publication Bias. Journal of Economic Survey 19, 309–345.  

Stern G, Feldman R. 2004. Too Big to Fail: The Hazards of Bank Bailouts. Washington, 

D.C.: Brookings Inst. Press. 

Tabak, B.M., Fazio, D.M. and Cajueiro, D.O., 2012. The Relationship Between Banking 

Market Competition and Risk-Taking: Do Size and Capitalization Matter? Journal of 

Banking and Finance 36, 3366–3381. 

Temin P. 1976. Did Monetary Forces Cause the Great Depression? New York: Norton.  

Uhde, A. and U. Heimeshoff, 2009. Consolidation in Banking and Financial Stability. 

Journal of Banking and Finance 33, 1299-311. 

Van Den Berg, J., B. Candelon and J. P. Urbain, 2008. A Cautious Note on the Use of Panel 

Models to Predict Financial Crises. Economics Letters 101, 80-83. 

Von Hagen, J.  T. Ho, 2007. Money Market Pressure and the Determinants of Banking 

Crises. Journal of Money, Credit and Banking 39, 1037-1066. 

Wang, P., Wen, Y., 2012. Speculative Bubbles and Financial Crises. American Economic 

Journal of Macroeconomics 4, 184–221.  

Wicker E. 1980. A Reconsideration of the Causes of the Banking Panic of 1930. Journal of 

Economic History 40, 571–83  

Wicker E. 1996. The Banking Panics of the Great Depression. New York: Cambridge 

University Press.  



112 

Williamson, S. D., 1986. Costly Monitoring, Financial Intermediation, and Equilibrium 

Credit Rationing. Journal of Monetary Economics 18, 159-179. 

Zhang, L., 2009. Bank Capital Regulation, the Lending Channel and Business Cycles. 

Deutsche Bundesbank Discussion Paper Series 1; Economic Studies 33. 



113 

 


	1 MARKET CONCENTRATION AND THE FORECASTING OF BANKING CRISES: THEORY AND EVIDENCE
	1.1 Market structure and financial stability
	1.1.1 Measuring financial stability and market structure
	1.1.2 Theoretical overview
	1.1.3 What the data tell us
	1.1.4 Summary

	1.2 Predicting systemic banking crises
	1.2.1 The causes of banking crises
	1.2.2 Early warning indicators
	1.2.3 Methodological issues
	1.2.4 Summary


	2 BANKING MARKET STRUCTURE AND FINANCIAL STABILITY: NEW EVIDENCE
	2.1 Introduction
	2.2 Data and methodology
	2.2.1 Data
	2.2.2 Methodology

	2.3 Results
	2.4 Robustness analysis
	2.5 Concluding remarks
	Appendix A: Regression tables
	Appendix B: Description and sources of data
	Appendix C: List of countries and crisis period
	Appendix D: Discussion

	3  COMPARING LOGIT-BASED EARLY WARNING SYSTEMS: DOES THE DURATION OF SYSTEMIC BANKING CRISES MATTER?
	3.1 Introduction
	3.2 Data and empirical framework
	3.2.1 Data
	3.2.2 The crisis duration bias

	3.3 The multinomial logit model
	3.4 Empirical results
	3.5 Subsample analysis and crisis duration
	3.6 Conclusions
	Appendix A: Regression tables
	Appendix B: Description and sources of data
	Appendix C: Subsample composition
	Appendix D: Discussion

	REFERENCES

