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On	the	Interpretation	of	Scalar	Implicatures	in	First	and	Second	Language	

Abstract	

We	investigated	the	effect	of	presenting	items	in	a	foreign	language	(L2)	on	scalar-im-
plicatures	computation.	To	ensure	that	L2	processing	was	more	effortful	than	the	pro-
cessing	of	the	native	language	(L1),	participants	were	late	learners	of	L2	immersed	in	
an	L1	environment	and	they	were	presented	with	oral	stimuli	under	time	constraints.	
If	scalar-implicatures	computation	requires	cognitive	effort	one	should	Gind	that	peo-
ple	 are	more	 likely	 to	 compute	 scalar	 implicatures	 in	 L1	 than	 in	 L2.	 In	 two	 experi-
ments,	participants	were	asked	to	perform	a	Sentence	Evaluation	Task	either	Italian,	
their	native	language,	or	in	a	foreign	language	(English	or	Spanish).	The	task	included	
underinformative	statements	such	as	“Some	dogs	are	animals”	that,	if	interpreted	in	a	
pragmatic	way	(i.e.,	“Some	but	not	all	dogs	are	animals”)	should	be	rejected	as	false.	In	
both	experiments,	we	found	more	rejections	in	the	native	language	condition	than	in	
the	foreign	language	conditions.	These	results	provide	support	for	models	that	main-
tain	that	scalar-implicature	computation	is	effortful.	

Keywords	

Scalar	implicatures;	Pragmatics;	Default	models;	Non-default	models;	Second-lan-

guage	comprehension  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1.	Introduction	

According	to	the	inGluential	theory	set	out	by	Paul	Grice	(1975,	1989),	communi-

cation	is	a	co-operative	exchange	governed	by	rational	expectations	about	how	a	con-

versation	should	be	conducted.	Along	this	line,	Grice	proposed	that	participants	in	a	

conversation	expect	each	other	to	obey	a	set	of	conversational	maxims.	These	maxims	

constrain	the	quantity	and	quality	of	the	information	to	be	conveyed,	and	determine	

how	it	should	be	encoded	in	an	utterance.	For	example,	the	Girst	maxim	of	Quantity	re-

quires	speakers	to	provide	only	necessary	and	sufGicient	information	given	the	pur-

pose	of	the	exchange.	This	maxim	is	violated	by	the	use	of	(1a)	instead	of	(1c)	in	a	con-

text	in	which	the	speaker	knows	that	all	students	got	an	A.	

(1) a.	Some	students	got	an	A.	

b.	Not	all	students	got	an	A.	

c.	All	students	got	an	A.	

Inferring	(1b)	from	(1a)	is	known	in	the	literature	as	‘scalar	implicature’	(Horn,	1972)	

and	arises	from	some	belonging	to	a	set	of	alternative	quantiGiers	that	are	semantically	

(logically)	more	informative.	The	set	creates	a	quantiGicational	scale	<some,	most,	all>	

that	ranges	from	weak	to	strong.	The	quantiGier	all	is	stronger/more	informative	than	

some,	because	all	⊆	some	(all	logically	entails	some).	The	logical	interpretation	of	some,	
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namely	some	and	possibly	all,	is	the	lower-bound	interpretation	that	is	exempliGied	in	

the	logic	form	in	(2b),	whereas	the	pragmatic	interpretation,	that	is	some	but	not	all,	is	

the	upper-bound	interpretation	exempliGied	in	(2c).	The	latter	arises	from	listeners	

assuming	that	a	speaker	chose	the	most	informative	quantiGier	from	the	scale.		

(2) a.	Some	of	the	children	danced.	

b.	∃x[child(x)∧danced(x)]	=	some	(and	possibly	all)	of	the	children	danced	c.	

∃x[child(x)∧danced(x)∧	¬∀x	[child(x)	→	danced(x)]	=	some	but	not	all	of	the	

children	danced	

Furthermore,	under	certain	circumstances,	the	pragmatic	interpretation	can	be	can-

celled	without	logical	contradiction,	as	in	‘Some	of	the	children	danced,	indeed	all	of	

them	did’.		

Apart	from	quantiGiers,	among	these	scales	Horn	identiGied	connectives	(<or,	

and>),	adverbs	(<sometimes,	often,	always>),	verbs	(<to	think,	to	believe,	to	know>),	

modals	(<may,	must>),	numerals	(<zero,	one,	two,	etc.>),	where	the	use	of	the	weaker	

term	in	the	scale	invites	the	listener	to	infer	that	the	stronger	one	does	not	hold;	for	

example,	in	(3)	we	can	assume	(b)	from	(a),	and	(d)	from	(c).	

(3)	a.	I	will	bring	salty	or	sweet	food	at	the	party.	
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b.	I	will	not	bring	both	salty	and	sweet	food	at	the	party.	

c.	I	think	I	left	my	mobile	at	home.	

d.	I	do	not	know	for	sure	if	my	mobile	is	at	home.	

How	we	compute	scalar	implicatures	and	whether	this	process	is	costly	in	terms	

of	cognitive	resources	is	under	debate,	with	two	main	approaches	making	different	

predictions:	the	default	models	and	the	non-default	models.	According	to	the	default	

models,	such	as	those	proposed	by	Levinson	(2000)	within	the	neo-Gricean	frame-

work	(cf.	Horn	1972;	Gazdar	1979),	the	pragmatic	interpretation	is	automatic	and	

represents	the	‘default’	meaning:	“one	that	captures	our	intuitions	about	a	preferred	

or	normal	interpretation”	(Levinson,	2000:	11).	A	scalar	inference,	however,	might	be	

cancelled	in	a	subsequent	stage.	In	other	words,	in	line	with	the	default	models,	when	

we	bump	into	a	scalar	term	such	as	some	we	immediately	and	always	interpret	it	with	

its	upper-bound	interpretation	some	but	not	all.	In	Levinson’s	(2000)	terms,	such	in-

terpretations	are	automatically	driven	by	the	Q	heuristic	“what	isn't	said,	isn't”	and	if	

the	more	informative	all	had	not	been	said,	it	does	not	hold.	The	some	and	possibly	all	

interpretation	requires	a	two-stage	derivation	process	since	one	needs	to	cancel	the	

Girst	stage	of	some	but	not	all	automatic	interpretation.		

In	contrast,	the	non-default	models,	such	as	those	proposed	within	the	frame-

work	of	the	Relevance	Theory	by	Carston	(1998)	and	by	Sperber	and	Wilson	(1986,	

1995)	claim	that	scalar	inferences	are	pragmatic	in	nature	and	the	speaker’s	expecta-

tions	govern	the	hearer	willingness	to	draw	an	interpretation	based	on	relevance.	In-
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deed,	“the	central	claim	of	relevance	theory	is	that	the	expectations	of	relevance	raised	

by	an	utterance	are	precise	and	predictable	enough	to	guide	the	hearer	toward	the	

speaker’s	meaning”	(Wilson	&	Sperber,	2002:	607).	The	hearer’s	interpretation	is	

reached	balancing	between	a	positive	cognitive	effect	and	a	cognitive	effort:	the	goal	of	

the	hearer	is	to	obtain	the	most	relevant	interpretation	with	a	minimum	effort.	With	

‘effort’	they	refer	“to	the	ease	with	which	the	information	can	be	integrated	by	the	

processor.	If	two	stimuli	provide	the	same	effect,	but	one	requires	more	effort	to	

process	than	the	other,	the	easier-to-process	one	will	be	higher	in	relevance”	(Noveck,	

2018:	27).	In	other	word,	the	logical	interpretation	sometimes	can	perfectly	satisfy	the	

hearer	in	terms	of	sentence	interpretation	and	this	without	particular	effort;	on	the	

other	hand,	in	a	speciGic,	context-bound	situation	the	hearer	might	require	a	more	in-

formative	interpretation:	this	pragmatic	enrichment	may	be	achieved	by	means	of	an	

effortful	cognitive	process.	Indeed,	Wilson	and	Sperber’s	Relevance-Theoretic	com-

prehension	procedure	is	described	as	follows:	“a.	Follow	a	path	of	least	effort	in	com-

puting	cognitive	effects:	Test	interpretive	hypotheses	(disambiguations,	reference	res-

olutions,	implicatures,	etc.)	in	order	of	accessibility.	b.	Stop	when	your	expectations	of	

relevance	are	satisGied	(or	abandoned)”	(2002:	613).		

A	different	account	that	tried	to	explain	difGiculties	related	to	the	computation	of	

scalar	implicatures	in	a	developmental	perspective	is	the	Lexical	Account	(Barner	et	

al.,	2011;	Foppolo	et	al.	2012).	This	account	had	been	proposed	in	order	to	explain	

children’s	difGiculties	with	scalar	implicatures	in	spite	of	preserved	pragmatic	abilities	

in	other	contexts	(e.g.,	numerals,	non-generalized	ad-hoc	implicatures).	In	this	frame-
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work,	the	problems	with	scales	-	such	as	quantiGiers	–	are	a	consequence	of	limitations	

in	representing	lexical	items	as	members	of	a	scale	and/or	accessing	the	scale.		

Psycholinguistic	studies	realized	that	from	these	two	models’	(i.e.,	Relevance	

Theory	vs.	Lexical	Account) follow	some	auxiliary	assumptions	and	testable	behaviors	

in	terms	of	processing	cost	related	to	the	computation	of	a	scalar	implicature.	Moving	

from	Sperber	and	Wilson	(1986,	1995),	some	scholars	maintain	that	scalar	computa-

tion	is	costly	(Bott	et	al.	2012;	Breheny	et	al.,	2006;	Panizza	et	al.,	2009)	or	delayed	in	

that	it	requires	prior	access	to	the	literal	meaning	(Huang	&	Snedeker,	2009a;	Tomlin-

son,	Bailey,	&	Bott,	2013).	In	opposition	to	these	approaches	and	moving	from	Levin-

son	(2000),	other	proponents	advance	the	idea	that	the	access	to	pragmatic	interpre-

tations	can	be	immediate	and	cost-free	(Breheny	et	al.,	2013;	Grodner	et	al.,	2010;	De-

gen	&	Tanenhaus,	2011).			

As	a	consequence,	many	studies	addressing	the	scalar-implicature	debate	

(among	them,	Bott	&	Noveck,	2004;	De	Neys	&	Schaeken,	2007;	Guasti	et	al.,	2005;	

Marty	&	Chemla,	2013;	Noveck,	2001;	Papafragou	&	Musolino,	2003;	Pouscoulous	et	

al.,	2007)	have	investigated	whether	deriving	scalar	implicatures	is	cognitively	de-

manding.	In	particular,	the	focus	has	been	on	looking	at	reaction	times	during	scalar-

implicatures	computation	and	considering	whether	resource-demanding	contexts	

and/or	a	paucity	of	cognitive	resources	(e.g.,	working	memory	load)	prevent	or	reduce	

pragmatic	interpretations.	A	cognitive	cost	might	be	revealed	by	a	variety	of	psy-

cholinguistic	or	neurolinguistic	measures	such	as	percentages	of	answers,	reaction	

times,	reading	times,	patterns	of	cortical	activation	and	neuronal	activity.	The	idea	is	
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that	implicatures	need	processing	resources	because	they	require	a	number	of	compu-

tations	that	go	beyond	accessing	the	lexical	meaning	of	a	word	from	the	lexicon.	One	

can	expect	an	increase	in	the	rate	of	scalar	implicatures	by	either	providing	enough	

time	to	participants’	disposal	in	order	to	do	all	the	necessary	computational	steps,	

and/or	having	sufGicient	cognitive	skills	that	allow	them	to	do	the	computations.	Sev-

eral	studies	have	investigated	these	effects	using	populations	for	which	linguistic	

competence	is	deemed	not	fully	developed,	i.e.	young	children	and	second	language	

(L2)	non-proGicient	learners.	

Studies	on	young	children	demonstrated	that	they,	more	often	than	adults,	ac-

cept	the	logical	(weaker)	term	in	a	context	where	the	stronger	term	would	be	more	

appropriate,	supporting	the	conclusion	that	the	pragmatic	interpretation	is	not	auto-

matic	(Braine	&	Rumain,	1981;	Chierchia	et	al.,	2001;	Huang	&	Snedeker,	2009b;	

Noveck,	2001;	Smith,	1980).	However,	children’s	pragmatic	interpretations	increase	

under	particular	task	conditions	and	within	clearer	contexts	(Foppolo	et	al.,	2020;	

Guasti	et	al.,	2005;	Papafragou	&	Musolino,	2003;	Papafragou	&	Tantalou,	2004).	Their	

difGiculties	with	scalar	implicatures	could	result	from	an	immature	pragmatic	compe-

tence	(Noveck,	2001),	from	more	tolerance	towards	pragmatic	violations	(Katsos	&	

Bishop,	2011),	from	domain-related	general	cognitive	limitations	(Reinhart,	1999),	

from	the	complexity	of	quantiGiers	themselves	(Horowitz	et	al.,	2018),	from	limitations	

in	their	lexical	knowledge,	preventing	the	access	to	relevant	lexical	scales	(Lexical	Ac-

count:	Barner	et	al.,	2011;	Chierchia	et	al.,	2001;	Foppolo,	2007;	Foppolo	et	al.,	2012;	

Foppolo	et	al.,	2020).	DifGiculties	with	scalar	implicatures	have	been	also	found	in	
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population	with	Theory	of	Mind	deGicits	(Chevallier	et	al.,	2010;	Hochstein	et	al.,	2018;	

Mazzaggio	&	Surian,	2018;	Pijnacker	et	al.,	2009).	

Studies	on	adults’	performance	on	scalar	implicatures	focused	on	the	cognitive	

cost	of	their	derivation	and	on	whether	scalar-implicature	interpretations	require	

more	processing	time.	Many	studies	found	that	pragmatic	interpretations	are	indeed	

associated	with	longer	processing	time	due	to	increased	cognitive	effort	(Bott	&	

Noveck,	2004;	Breheny	et	al.,	2006;	Degen	&	Tanenhaus,	2011;	Dieussaert	et	al.,	2011;	

Huang	&	Snedeker,	2009a;	Noveck	&	Posada,	2003;	Politzer-Ahles	&	Gwilliams,	2015;	

Tomlinson	et	al.,	2013).	In	a	study	of	Bott	and	Noveck	(2004),	when	participants	were	

explicitly	instructed	to	interpret	some	in	a	pragmatic	way	they	encountered	more	difGi-

culties	compared	to	participants	who	were	told	to	interpret	it	in	a	logical	way,	with	the	

difGiculty	reGlected	in	slower	as	well	as	fewer	successful	responses.	This	latter	study	

also	tested	reaction	times,	predicting	that	the	manifestation	of	a	cognitive	effect	(e.g.	

an	implicature)	depends	on	the	cognitive	resources	available.	They	manipulated	the	

resources	available	to	the	participants	(3000	versus	900	milliseconds	to	respond).	The	

prediction	was	that	there	should	be	more	pragmatic	responses	in	the	long	condition	

compared	to	the	short	condition.	Data	conGirmed	the	prediction	and	found	a	reliable	

increase	of	pragmatic	answers	when	more	time	was	available.	When	participants	had	

fewer	cognitive	resources	available,	fewer	scalar	implicatures	were	computed.	By	con-

trast,	responses	to	the	control	sentences	did	not	signiGicantly	vary	between	conditions.	

Their	results	seem	to	support	the	idea	that	pragmatic	answers	rely	on	cognitive	re-

sources.	Convergent	Gindings	were	also	reported	by	Marty	and	Chemla	(2013)	and	by	
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De	Neys	and	Schaeken	(2007),	even	if	conGlicting	results	have	been	found	where	online	

reference	resolution	requiring	scalar	computation	(e.g.	some	but	not	all)	was	as	rapid	

as	with	semantic	controls	(e.g.	all)	(Grodner	et	al.,	2010;	Breheny	et	al.,	2013).	Indeed,	

another	study	showed	that	the	reason	why	scalar	implicatures	are	quickly	processed	

by	adults	is	the	predictability	of	the	event	or	situation	described	in	the	utterance;	in	

other	words,	participants	are	interpreting	the	implicature	before	they	even	hear	the	

critical	utterances	(Huang	&	Snedeker,	2018).	

Recently,	a	new	stream	of	research	on	the	cost	of	scalar-implicatures	computa-

tion	focused	on	the	performance	of	bilinguals.	L2	comprehension	might	be	a	useful	

experimental	ground	for	the	theoretical	debate,	for	two	main	reasons.	First,	L2	learn-

ers	might	be	slower	when	they	have	to	process	their	L2	and	this	processing	is	more	

effortful	if	they	are	not	balanced	bilinguals	(Cummins,	1977).	This	leads	to	the	predic-

tions	that	L2	understanding	will	be	linked	to	fewer	pragmatic	interpretations.	Second,	

balanced	bilinguals	might	show	cognitive	strengthening	(i.e.,	stronger	executive	func-

tions)	which	would	facilitate	switching	from	the	logic	to	the	pragmatic	interpretation,	

or	taking	into	consideration	both	interpretations	to	evaluate	the	more	appropriate	

one,	compared	to	monolinguals	(Bialystok	et	al.,	2009;	but	see,	also,	Sorace,	2011;	

2016).			

While	most	of	the	available	data	from	both	children	and	adults	appear	to	show	

that	pragmatic	implicatures	are	costly	to	make,	the	evidence	on	bilinguals	is	more	

mixed.	Some	recent	studies	found	no	differences	in	pragmatic	answers	for	scalar	im-

plicatures	on	the	native	(L1)	or	second	language	(L2)	(Antoniou	&	Katsos,	2017;	An-
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toniou	et	al.,	2018;	Dupuy	et	al.,	2018;	Syrett	et	al.,	2016;	Syrett	et	al.,	2017).	On	the	

contrary,	other	studies	found	an	increase	in	pragmatic	answers	by	testing	sensitivity	

to	conversational	violations	(Siegal	et	al.,	2009)	and	scalar	implicatures	(Siegal	et	al.,	

2007)	in	both	early	bilingual	children	and	bilingual	adults	(Slabakova,	2010;	Snape	&	

Hosoi,	2018).	Explanations	for	such	results	on	scalar	implicatures	were	attributed,	on	

one	side,	to	decreased	processing	resources:	bilinguals	give	less	logical	answers	be-

cause	implicatures	are	the	default	answers	and	they	don’t	have	enough	resources	to	

cancel	them,	in	line	with	the	default	models	(e.g.,	Slabakova,	2010).	On	the	other	side,	

results	were	attributed	to	increased	cognitive	skills,	that	is	bilinguals	give	more	prag-

matic	answers	because	to	compute	implicatures	is	costly	and	they	have	more	cognitive	

resources,	in	line	with	the	non-default	models	(e.g.,	Siegal	et	al.,	2009).	

In	one	of	the	Girst	adult	studies	on	scalar-implicatures	understanding	in	a	second	

language,	Slabakova	(2010)	asked	English	monolinguals	and	Korean-English	bilinguals	

that	were	living	in	the	USA	to	judge	the	acceptability	of	underinformative	English	sen-

tences	that	included	some.	In	addition,	a	group	of	native	Korean	speakers	performed	

the	judgment	task	with	materials	translated	into	Korean.	In	the	Girst	experiment,	par-

ticipants	were	presented	with	40	sentences	without	context	(8	true	with	all,	8	false	

with	all,	8	felicitous	with	some,	8	infelicitous	with	some,	and	8	Gillers)	and	were	asked	

to	decide	whether	they	agreed	or	disagreed	with	each	sentence.	Target	sentences	were	

of	the	form	of	‘Some	Xs	have	Ys’,	like	in	‘Some	elephants	have	trunks’.	In	the	second	ex-

periment,	the	author	provided	participants	with	a	context	to	make	their	decision.	In	

both	experiments,	bilinguals	chose	the	pragmatic	interpretation	more	often	than	Eng-
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lish	monolinguals	and	more	often	than	the	bilingual	Korean	speakers	performing	the	

task	in	Korean.	According	to	Slabakova,	these	Gindings	support	the	default	models:	

since,	by	hypothesis,	bilinguals	have	less	cognitive	resources	at	disposal	to	perform	

the	task,	an	increase	of	pragmatic	responses	suggests	they	are	automatic	and	easily	

available.	However,	this	explanation	may	not	be	viable.	On	the	one	hand,	the	bilingual	

participants	were	categorized	as	having	intermediate	to	high	English	proGiciency	by	

their	TOEFL	scores	upon	admission	to	a	U.S.	university,	all	were	living	in	the	U.S.,	and	

they	used	English	daily	at	the	time	of	the	study.	As	Bouton	(1992)	demonstrated,	non-

native	speakers’	understanding	of	implicatures	improves,	reaching	the	native-speak-

ers’	competence	after	4	½	years	of	living	in	the	L2	foreign	country.	This	improving	af-

ter	immersion	can	be	related	to	a	faster	access	to	the	pragmatic	interpretation	since	

“students	develop	the	knowledge	and	skills	that	they	need	to	interpret	the	implica-

tures	appropriately”	(Bouton,	1992:	64).	Such	skills	might	result	in	a	reduced	cogni-

tive	effort	in	order	to	process	sentences	and	higher	morpho-syntactic	skills	that	–	ac-

cording	to	recent	studies	–	seem	to	correlate	with	performances	on	scalar	implica-

tures	(Foppolo	et	al.,	2020);	less	experience	and	exposure	to	language	may	affect	par-

ticipants’	conGidence	in	their	meta-linguistic	judgments	(Katsos	&	Bishop,	2011:	77).	

Dupuy	and	colleagues	(2018)	tested	scalar-implicature	understanding	in	French	

adults	learning	English	or	Spanish	as	their	L2	by	adopting	both	a	within-	and	a	be-

tween-subject	design.	Participants	performed	a	written	Truth-Value	Judgment	Task	on	

twelve	control	items	(true	all,	false	all	and	felicitous	some)	and	on	eight	target	items	in	

which	some	was	used	in	an	infelicitous	way.	In	the	within-subject	design	L2	learners	
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saw	both	the	L1	and	the	L2	sentences.	90	French	students,	divided	into	a	Girst	group	of	

monolinguals,	a	second	group	of	learners	of	English	and	a	third	group	of	learners	of	

Spanish,	participated	in	the	experiment.	The	L2	learners	were	all	upper-intermediate	

learners	(B2	level	of	the	Common	European	Framework	of	Reference	for	Languages).	

Even	if	results	showed	that	L2	learners	were	signiGicantly	more	pragmatic	than	the	

controls,	similarly	to	Slabakova’s	results,	authors	suggested	that	–	overall	–	results	did	

not	support	Slabakova’s	conclusion	since	L2	learners	maintained	the	same	strategy	to	

answer	in	both	their	L1	and	L2,	giving	the	same	proportion	of	pragmatic	answers.	In	

their	opinion	“L2	learning	induces	a	pragmatic	bias.	[…]	Since	the	participants	knew	

they	would	be	tested	in	two	languages,	we	can	legitimately	wonder	whether	L2	learn-

ing	results	in	enhanced	pragmatic	abilities	or	if	being	tested	in	two	languages	makes	

participants	more	aware	of	pragmatic	cues”	(2018:	13-14).	In	the	between-subject	

condition,	46	French	students	of	an	English	Studies	Degree	participated	at	the	experi-

ment.	Stimuli	were	the	same	as	in	the	within-subject	condition;	half	bilinguals	saw	

only	the	L2	sentences	and	half	saw	only	the	L1	sentences.	Results	showed	that	L2	

learners	did	not	answer	more	pragmatically	in	their	L2	than	in	their	L1.	In	conclusion,	

both	in	the	within-	and	in	the	between-subject	designs,	rates	of	pragmatic	answers	in	

the	L2	condition	were	similar	compared	to	the	L1	condition.		

The	present	study	aimed	at	providing	a	more	stringent	test	of	the	competing	

models	(i.e.,	default	and	non-default;	cost-free	vs.	costly/delayed)	and	departs	from	

other	studies	since	it	tests	oral	understanding	of	scalar	implicatures	in	L2	learners.	All	

participants	were	Italian	native	speakers,	living	in	Italy	and	learning	either	English	or	
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Spanish	as	their	L2.	We	decided	to	test	late	L2	learners	that	were	living	in	their	mother	

tongue	country	because	this	made	their	L2	processing	more	effortful	than	L1	process-

ing	(Andreou	&	Karapetsas,	2004;	Cummins,	1977;	Sampath,	2005).	Our	study	em-

ployed	both	an	L2	with	a	quantiGier-system	similar	to	L1	and	an	L2	with	a	different	

system.	The	Italian	language	(L1)	has	two	different	existential	quantiGiers	used	with	

countable	nouns:	qualche	that	must	be	used	followed	by	a	singular	noun	and	alcuni	

(masculine	form)	or	alcune	(feminine	form)	that	must	be	followed	by	plural	nouns.	

Since	there	are	no	principled	reasons	to	choose	one	form	over	the	other,	in	our	exper-

iment	we	tested	the	form	alcuni/e,	already	used	in	Guasti	et	al.	(2005).	As	L2	we	tested	

both	English	(Experiments	1	and	2),	a	language	with	only	one	quantiGier	(i.e.	some),	

and	Spanish	(Experiment	2),	a	language	that,	like	Italian,	has	two	different	terms,	unos	

and	algunos,	even	in	–	differently	from	Italian	–	in	non-partitive	contexts	only	algunos	

triggers	the	implicature;	unos	is	perfectly	Gine	if	used	to	refer	to	all	members	of	a	set	

(for	a	detailed	explanation	of	differences,	see	Gutiérrez-Rexach,	2001).		

In	addition,	differently	from	the	other	studies	on	bilinguals,	our	procedure	im-

posed	a	time	limit	for	interpreting	sentences,	thereby	adding	to	the	resource	demands	

of	the	task	(i.e.,	working	memory	resources).	Therefore,	we	might	expect	a	decrease	of	

the	rate	of	SIs	due	to	such	a	cognitive	load.	To	sum	up,	we	assumed	that	participants	in	

L2	conditions	should	be	under	a	greater	cognitive	load,	due	to	their	weaker	linguistic	

competence	paired	with	time	constraints	and	oral	processing,	compared	to	the	partic-

ipants	in	the	L1	condition.	Under	this	assumption,	we	aim	to	investigate	whether	the	

frequency	of	pragmatic	answers,	deGined	as	rejection	of	underinformative	statements,	
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differs	in	the	two	groups.	Therefore,	if	the	pragmatic	interpretations	are	the	non-de-

fault	interpretations	of	underinformative	utterances	and	they	require	cognitive	effort,	

we	expect	more	frequent	pragmatic	answers	in	the	low	cognitive	load,	L1	condition	

than	in	the	high	cognitive,	L2	condition.	

2.	Experiment	1	

2.1.	Method	

2.1.1.	Participants	

Participants	were	86	Italian	university	students	(69	women,	mean	age	22.0	

years,	SD	=	4.35).	They	were	divided	into	two	groups:	the	L1	group	(N	=	31,	6	men,	

mean	age	23.4	years,	SD	=	6.78)	were	tested	in	their	native	language	(Italian)	and	the	

L2	group	(N	=	55,	25	women,	mean	age	21.1	years,	SD	=	1.53)	were	tested	in	a	non-na-

tive	language	(English).	Based	on	an	assessment	of	level	of	English	proGiciency	by	the	

University	Language	Centers	(according	to	the	Common	European	Framework	of	Ref-

erence	for	Languages),	the	L2	group	consisted	of	people	with	low	proGiciency	(N	=	8)	

at	the	A2	level,	with	intermediate-low	proGiciency	(N	=	24)	at	the	B1	level,	with	inter-

mediate-high	proGiciency	(N	=	17)	at	the	B2	level	and	with	high	proGiciency	(N	=	6)	at	

the	C1	level.	In	order	to	have	more	homogenous	groups	for	the	analyses	we	created	

two	groups,	a	low-proGiciency	group	with	people	at	A2	and	B1	levels	(N	=	32)	and	a	

high-proGiciency	group	with	people	at	the	B2	and	C1	level	(N	=	23).	Participants	were	

not	simultaneous	bilinguals.	
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2.1.2.	Materials	and	procedure	

The	materials	consisted	of	32	English	sentences	and	their	translated	Italian	

equivalents	(Appendix	1).	Half	of	the	sentences	began	with	the	quantiGier	some	and	

half	began	with	the	quantiGier	all.	Eight	of	the	sentences	with	some	were	true	(e.g.,	

Some	dogs	are	Labradors)	and	8	were	underinformative	(logically	true	but	pragmati-

cally	false,	e.g.,	Some	children	are	humans).	Eight	of	the	sentences	with	all	were	uni-

versally	true	(e.g.,	All	snakes	are	reptiles)	and	8	were	universally	false	or	absurd	(e.g.,	

All	animals	are	carnivorous).	A	proGicient	Italian-English	bilingual	digitally	recorded	

the	English	and	Italian	sentences.	

The	recorded	sentences	were	presented	in	a	Sentence	Evaluation	Task	using	

PowerPoint	software	running	on	a	laptop	computer.	On	each	trial,	a	sentence	was	

played	and	participants	indicated	whether	they	agreed	or	disagreed	with	it	by	mark-

ing	“Yes”	or	“No”,	respectively,	on	the	corresponding	number	on	a	printed	form.	The	

participants	had	three	seconds	to	produce	their	response	before	the	recording	on	the	

next	trial	would	be	played. 	The	English	sentences	were	presented	to	the	L2	group,	1

and	the	Italian	sentences	were	presented	to	the	L1	group.	Participants	were	tested	in	

groups	at	the	beginning	of	language	lessons.	Participants	with	an	L1	different	from	

Italian	were	excluded.	

 We are aware that for L1 processing three seconds is used as ‘long time condition’ (e.g. Bott & Noveck, 1

2004) but for L2 processing this could be a short time. Indeed, also in Bott and Noveck’s work, participants with 
three seconds to answer (tested in their L1) were not at ceiling at control sentences. We believe that both as-
sessing oral processing and imposing a time limit to answer added a cognitive load.
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2.2.	Results	and	discussion	

"No"	responses	to	underinformative	sentences	with	some	indicated	a	pragmatic	

interpretation	whereas	"Yes"	responses	indicated	a	logical	interpretation.	Figure	1	

shows	the	mean	numbers	of	accurate	responses	for	all	conditions	(All	True,	All	False,	

Some	Underinformative	and	Some	True);	in	the	Some	Underinformative	condition	we	

considered	the	pragmatic	response	as	the	correct	one	(i.e.	True	for	"No"	responses	and	

False	for	"Yes"	responses).	

The	accuracy	for	the	All	True	Condition	was	99.6%	for	participants	tested	with	

their	L1,	while	it	was	91.6%	for	participants	tested	with	their	L2.	For	the	All	False	

Condition	the	accuracy	was	100%	for	participants	tested	with	their	L1	and	88%	for	

participants	tested	with	their	L2.	For	the	Some	True	Condition	the	accuracy	was	100%	

for	participants	tested	with	their	L1	and	90.1%	for	participants	tested	with	their	L2.	

Finally,	for	the	Some	Underinformative	Condition,	the	pragmatic	accuracy	was	66.1%	

for	participants	tested	with	their	L1	and	48.7%	for	participants	tested	with	their	L2	

(see	Figure	1).	

We	conducted	a	statistical	analysis	using	a	Generalized	Linear	Mixed	Model	

(GLMM)	 	considering	accuracy	as	a	dichotomous	dependent	variable,	allowing	the	2

slopes	and	intercepts	for	the	within-participants	factor	Type	to	change	across	partici-

pants	and	without	the	correlations	of	random	effects.	The	model	reported	below	that	

 All the GLMM models presented in this paper have been conducted using R and the LmerTest package 2

(Kuznetsova et al., 2017) assuming a binomial family distribution. The model selection was performed by pro-
gressively simplifying the random effects structure until convergence was reached (Barr et al., 2013). 
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best	Gits	the	data	included	subjects	and	items	as	random	factors ,	the	QuantiGier	(All	vs.	3

Some),	the	Type	(True	vs.	False/Underinformative)	and	the	Language	(L1	vs	L2)	as	

Gixed	effects,	as	well	as	their	interactions.	The	main	effects	of	QuantiGier	(β	=	-1.48;	z	=	

-6.13;	p	<	.001),	Type	(β	=	2.23;	z	=	5.35;	p	<	.001)	and	Language	(β	=	-4.70;	z	=	-3.41;	p	

<	.001)	were	signiGicant,	as	well	as	the	two-way	interaction	QuantiGier-Type	(β	=	6.39;	

z	=	3.11;	p	=	.002)	and	the	three-way	interaction	QuantiGier-Type-Language	(β	=	

-11.53;	z	=	-2.12;	p	=	.03).	It	is	important	to	underline	that	a	two-way	interaction	be-

tween	QuantiGier	and	Type	represents	the	effect	of	the	Underinformative	sentences	vs.	

the	controls	whereas	a	three-way	interaction	represents	how	this	effect	is	different	

across	the	groups	of	participants.	

	This	shows	that,	overall,	participants	do	not	answer	to	the	Some	Underinforma-

tive	condition	like	for	the	control	All	True,	All	False	and	Some	True	conditions.	More-

over,	the	language	has	an	effect	on	the	answers	in	every	condition,	with	fewer	accurate	

answers	in	the	control	conditions	and	fewer	pragmatic	answers	in	the	Some	Underin-

formative	condition	for	participants	tested	with	their	L2.	Yet	this	decrement	in	accura-

cy	is	greater	in	the	Some	Underinformative	condition	as	indicated	by	the	means.	The	

signiGicant	three-way	interaction	between	QuantiGier,	Type	and	Language	(see	Figure	

1)	supports	this	conclusion.		

To	further	investigate	the	different	judgments	of	L1	vs.	L2	participants	in	the	

critical	conditions	we	conducted	a	GLMM	considering	the	acceptance	rate	(dichoto-

mous:	"Yes"	vs.	"No"	answer)	in	the	Some	(True	and	Underinformative)	conditions.	

 We report in the text the model that significantly provides the best fit. Model comparison was performed by 3

using the anova() function in R.
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The	fact	that	the	accuracy	was	at	ceiling	in	the	True	condition	in	the	L1	group	generat-

ed	convergence	problems	in	the	GLMM. 	4

Because	of	this,	we	investigated	the	effect	of	Language	in	the	single	conditions	

separately,	including	Language	as	Gixed	factor	and	item	and	subjects	as	random	factors.	

In	GLMM	computed	in	the	Some	Underinformative	condition	the	main	effect	of	Lan-

guage	was	signiGicant	(β	=	1.65;	z	=	2.41;	p	=	.02)	whereas	in	the	one	computed	in	the	

Some	True	condition	it	wasn't	(p	>	.1).	This	result,	considered	together	with	the	two-

way	and	three-way	interactions	of	the	overall	model,	suggests	that	the	effect	of	Lan-

guage	was	stronger	in	the	Some	Underinformative	condition.	One	of	the	goals	of	Ex-

periment	two	will	be	to	Gind	conGirmation	of	this	conjecture.		

Similar	results	were	obtained	by	investigating	consistency	in	response	patterns:	

individual	participants	were	classiGied	as	consistent	pragmatic	or	logical	responders	if	

they	rejected	as	false	or	accepted	as	true,	respectively,	6	or	more	underinformative	

sentences	(out	of	8).	All	other	participants	were	classiGied	as	non-consistent	respon-

ders	(L1	=	2/31;	L2	=	10/54).	Pragmatic	responders	were	more	frequent	in	the	L1	

(20/29)	than	in	L2	group	(24/44),	whereas	logical	responders	were	more	frequent	in	

the	L2	group	that	in	the	L1	group	(9/29	and	20/44,	respectively).	We	conducted	a	

GLMM	to	test	whether	this	difference	was	signiGicant,	and	the	main	effect	of	Language	

approached	signiGicance	(β	=	-0.9808,	z:	-1.951,	p	=	.051)	

 The GLMM with centered categorical factors did not converge. Thus, we conducted the same model without 4

centering the factors, in which the main factor Type (β =.0003, z=648.7, p<.001), Language (β =1.5, z=2.78, 
p<.01) and the interactions Type-Language (β =-.0003, z=-648.7, p<.001) were significant. Yet, the results of 
this model should be taken with caution given that a) it did not fully converge and b) the beta coefficients of the 
factor Type and the interaction are extremely low and the z coefficients are extremely high. We further con-
ducted a simpler GLM model on the same data, in which the main factor Language was significant (β =.72, 
z=4.37, p<.001) whereas Type (p>.1) and the interaction (p>.1) were not. 
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Fig	1.	Mean	number	of	accurate	responses	for	all	conditions	(All	True,	All	False,	Some	

Underinformative	and	Some	True)	in	the	L1	group	and	the	L2	group	(English)	in	Ex-

periments	1.	In	the	Some	Underinformative	condition	we	considered	the	pragmatic	

response	as	the	correct	one	Error	bars	are	standard	error	of	the	mean.		

3.	Experiment	2	

Experiment	1	showed	a	greater	tendency	in	the	L1	group	compared	to	the	L2	

group	to	choose	pragmatic	answers	in	the	underinformative	items.	The	aim	of	Exper-
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iment	2	was	to	replicate	and	extend	the	results	of	Experiment	1	by	testing	not	only	

English	as	L2,	but	also	Spanish.	Moreover,	the	L2	group	participants’	familiarity	with	

some	of	the	nouns	in	the	experimental	items	was	assessed.		

3.1.	Method	

3.1.1.	Participants	

Participants	were	393	Italian	university	students	(305	women,	mean	age	21.9	

years,	SD	=	2.52).	They	consisted	of	a	L1	group	(N	=	246,	63	men,	mean	age	20.5	years,	

SD	=	2.67),	a	L2	group	tested	in	English	(N	=	61,	46	women,	mean	age	22.5	years,	SD	=	

2.59)	and	a	L2	group	tested	in	Spanish	(N	=	86,	10	men,	mean	age	21.4	years,	SD	=	

1.14).	None	of	these	students	had	participated	in	Experiment	1.	The	L2	proGiciency	

was	assessed	by	the	University	Language	Centers	according	to	the	Common	European	

Framework	of	Reference	for	Languages.	The	Italian-English	bilinguals	group	was	

formed	by	students	with	a	low-proGiciency	level	(A2	level:	N	=	8),	students	with	a	low-

intermediate	proGiciency	level	(B1:	N	=	29),	students	with	a	high-intermediate	proGi-

ciency	level	(B2:	N	=12)	and	students	with	an	advanced	proGiciency	level	(C1-C2:	N	=	

12).	In	order	to	have	more	homogenous	groups	for	the	analyses	we	created	two	

groups,	a	low-proGiciency	group	with	people	at	A2	and	B1	levels	(N	=	37)	and	a	high-

proGiciency	group	with	people	at	the	B2,	C1	and	C2	levels	(N	=	24).	The	Italian-Spanish	

bilinguals	group	was	formed	by	students	with	a	low-intermediate	proGiciency	level	

(B1:	N	=	31),	students	with	a	high-intermediate	proGiciency	level	(B2:	N	=50)	and	stu-

dents	with	an	advanced	proGiciency	level	(C1:	N	=	5).	In	order	to	have	more	homoge-
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nous	groups	for	the	analyses	we	created	two	groups,	a	low-proGiciency	group	with	

people	at	B1	level	(N	=	31)	and	a	high-proGiciency	group	with	people	at	the	B2	and	C1	

levels	(N	=	55).	Participants	were	not	simultaneous	bilinguals.	

3.1.2.	Material	and	procedure	

The	sentences	were	the	same	as	in	Experiment	1	except	that	they	included	Span-

ish	translation	equivalents,	which	were	digitally	recorded	by	a	highly	proGicient	Ital-

ian-Spanish	bilingual.	The	procedure	was	the	same	as	in	Experiment	1.	In	addition,	af-

ter	the	task,	both	groups	of	bilinguals	received	a	list	of	some	of	the	nouns	from	the	ex-

perimental	sentences	and	were	asked	to	write	their	translation	equivalents	in	Italian.	

Participants	had	been	tested	in	groups	at	the	beginning	of	language	lessons	and	partic-

ipants	with	a	L1	different	from	Italian	had	been	excluded.		

3.2.	Results	and	discussion	

The	results	of	the	translation	task	showed	that	both	bilingual	groups	were	famil-

iar	with	the	nouns.	The	English	L2	group	correctly	translated	an	average	of	16.6	of	the	

17	nouns	(SD	=	0.71)	and	the	Spanish	L2	group	correctly	translated	an	average	of	14.6	

of	the	15	nouns	(SD	=	0.67).	

For	Experiment	2,	the	L1	group	and	the	two	L2	groups'	mean	numbers	of	accu-

rate	responses	for	all	conditions	are	given	in	Figure	2;	in	the	Some	Underinformative	

condition	we	considered	the	pragmatic	response	as	the	correct	one.	

The	accuracy	for	the	All	True	Condition	was	97.5%	for	participants	tested	with	



22

their	L1,	while	it	was	88.5%	for	participants	tested	with	English	as	their	L2	and	91.4%	

for	participants	tested	with	Spanish	as	their	L2.	For	the	All	False	Condition	the	accura-

cy	was	98.6%	for	participants	tested	with	their	L1,	92.6%	for	participants	tested	with	

English	as	their	L2	and	96.2%	for	participants	tested	with	Spanish	as	their	L2.	For	the	

Some	True	Condition	the	accuracy	was	99.2%	for	participants	tested	with	their	L1,	

94%	for	participants	tested	with	English	as	their	L2	and	96.1%	for	participants	tested	

with	Spanish	as	their	L2.	Finally,	for	the	Some	Underinformative	Condition	the	prag-

matic	accuracy	was	81.1%	for	participants	tested	with	their	L1,	59.8%	for	participants	

tested	with	English	as	their	L2	and	64%	for	participants	tested	with	Spanish	as	their	

L2.	

We	conducted	a	statistical	analysis	using	a	GLMM	considering	accuracy	as	the	

dependent	variable	allowing	the	slopes	and	intercepts	for	the	within-participants	fac-

tor	Type	to	change	across	participants	and	without	the	correlations	of	random	effects.	

The	model	that	best	Gits	the	data	included	subjects	and	items	as	random	factors ,	the	5

QuantiGier	(All	vs.	Some),	the	Type	(True	vs.	False)	and	the	Languages	(L1	vs	English	

L2	vs	Spanish	L2)	as	Gixed	effects,	as	well	as	their	interactions.	The	main	effects	of	

QuantiGier	(β	=	-1.09;	z	=	-4.33;	p	<	.001),	Type	(β	=	1.41;	z	=	4.91;	p	<	.001)	and	Lan-

guage	(β	=	-1.74;	z	=	-14.40;	p	<	.001)	were	signiGicant,	as	well	as	the	two-way	interac-

tion	QuantiGier-Type	(β	=	4.27;	z	=	8.17;	p	<	.001)	and	the	three-way	interaction	Quan-

tiGier-Type-Language	(β	=	-0.97;	z	=	-2.3;	p	=	.02).	This	shows	that,	overall,	participants	

The GLMM that includes the full matrix of 2-way and 3-way interactions did not converge. Thus, we computed 5

the three simpler models with each combination of a 2-way interaction, which resulted significant in every 
model (Type-Language: β = -.7; z = -4.04; p < .001; Quantifier-Language: β = 0.53; z = 3.09; p < .01; Quantifi-
er-Type: β = 4.06; z = 7.9; p < .001). We report in the text the model that significantly provides the best fit.
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were	generally	more	accurate	with	all	than	with	some,	and	in	True	conditions	than	in	

False/Underinformative	ones.	Moreover,	the	two	signiGicant	interactions	suggest	that	

participants	do	not	answer	to	the	Some	Underinformative	condition	like	for	the	con-

trol	All	True,	All	False	and	Some	True	conditions,	as	indicated	by	the	average	ratings	

where	the	difference	between	L1	and	L2	is	greater	in	the	Some	Underinformative	con-

dition.	This	pattern	replicates	the	results	of	Experiment	1.	Moreover,	again	the	lan-

guages	seem	to	have	an	effect	on	the	answers	in	all	Conditions,	with	less	accurate	an-

swers	in	the	control	conditions	and	less	pragmatic	answers	in	the	Some	Underinfor-

mative	condition	for	participants	tested	with	their	L2s.	As	in	Experiment	1,	this	differ-

ence	was	signiGicantly	greater	in	the	Some	Underinformative	condition	as	compared	to	

the	other	conditions.	
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Fig	2.	Mean	number	of	accurate	responses	for	all	conditions	(All	True,	All	False,	Some	

Underinformative	and	Some	True)	in	the	L1	group	and	the	L2	groups	(English	and	

Spanish)	in	Experiments	2.	In	the	Some	Underinformative	condition	we	considered	

the	pragmatic	response	as	the	correct	one.	Error	bars	are	standard	error	of	the	mean.		

Like	for	Experiment	1,	we	wanted	to	further	investigate	participants'	judgments	

in	the	critical	conditions	with	Some.	For	this	reason,	we	conducted	a	GLMM	consider-

ing	the	acceptance	rate	(dichotomous)	in	the	Some	(True	and	Underinformative)	con-

dition,	with	free	random	intercepts	and	slopes	for	the	factor	Type.	The	model	reported	
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below	that	best	Gits	the	data	included	subjects	and	items	as	random	factors,	the	Condi-

tion	(True	vs.	False/Underinformative)	and	the	Language	(L1	vs	L2s)	as	Gixed	effects,	

as	well	as	their	interactions.	We	found	an	effect	of	Condition	(β	=	7.58;	z	=	14.66;	p	<	

.001)	and	also	the	two-way	interaction	Condition-Language	was	signiGicant	(β	=	-3.96;	

z	=	-7.41;	p	<	.001).	These	results	conGirm	that	the	effect	of	Language	is	properly	on	

the	Some	Underinformative	condition.	

In	order	to	understand	whether	participants	that	answered	consistently	might	

have	contributed	to	the	effect,	we	decided	to	run	analysis	just	on	consistent	partici-

pants.	Individual	participants	were	classiGied	as	consistent	pragmatic	or	logical	re-

sponders	if	they	rejected	as	false	or	accepted	as	true,	respectively,	6	or	more	underin-

formative	sentences	(out	of	8).	All	other	participants	were	classiGied	as	non-consistent	

responders	(L1	=	46/246;	L2	=	40/147).	Pragmatic	responders	were	more	frequent	in	

the	L1	(176/246)	than	in	L2	group	(75/147),	whereas	logical	responders	were	more	

frequent	in	the	L2	group	that	in	the	L1	group	(32/147	and	24/246,	respectively).	We	

conducted	a	GLMM	to	test	whether	this	difference	was	signiGicant,	and	the	main	effect	

of	Language	was	signiGicant	(β	=	-1.1407,	z:	-3.762,	p	<	.001)	

3.2.1.	An	Overall	Analysis	on	ProGiciency	

In	order	to	control	for	an	effect	of	proGiciency	levels	on	the	accuracy	levels	in	

the	L2	groups,	we	decided	to	combine	the	L2	English	participants	of	Experiment	1	and	

2.	We	created	two	proGiciency	groups,	a	low-proGiciency	group	with	people	at	A2	and	

B1	levels	and	a	high-proGiciency	group	with	people	at	the	B2	and	C1	level.	For	the	Eng-
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lish	group	we	had	69	participants	at	the	low-proGiciency	level	and	47	participants	at	

the	high-proGiciency	level.	For	the	Spanish	group,	we	had	31	participants	at	the	low-

proGiciency	level	and	55	participants	at	the	high-proGiciency	level.	

The	mean	numbers	of	accurate	responses	for	all	conditions	in	the	English	group,	

divided	by	proGiciency	levels	are	given	in	Figure	3,	while	the	mean	numbers	of	accu-

rate	responses	for	all	conditions	in	the	Spanish	group	are	given	in	Figure	4;	in	the	

Some	Underinformative	condition	we	considered	the	pragmatic	correctness.	

	 Considering	the	English	L2	group,	the	accuracy	for	the	All	True	Condition	was	

88.1%	for	low-proGicient	participants,	while	it	was	94.2%	for	high-proGicient	partici-

pants.	For	the	All	False	Condition	the	accuracy	was	91.2%	for	low-proGicient	partici-

pants,	while	it	was	94.5%	for	high-proGicient	participants.	For	the	Some	True	Condi-

tion	the	accuracy	was	90.8%	for	low-proGicient	participants,	while	it	was	96.1%	for	

high-proGicient	participants.	Finally,	for	the	Some	Underinformative	Condition	the	

pragmatic	accuracy	was	52.4%	for	low-proGicient	participants,	while	it	was	62.6%	for	

high-proGicient	participants.	Considering	the	Spanish	L2	group,	the	accuracy	for	the	All	

True	Condition	was	89.4%	for	low-proGicient	participants,	while	it	was	87.2%	for	high-

proGicient	participants.	For	the	All	False	Condition	the	accuracy	was	92.2%	for	low-

proGicient	participants,	while	it	was	93.1%	for	high-proGicient	participants.	For	the	

Some	True	Condition	the	accuracy	was	91.2%	for	low-proGicient	participants,	while	it	

was	97.4%	for	high-proGicient	participants.	Finally,	for	the	Some	Underinformative	

Condition	the	pragmatic	accuracy	was	63.5%	for	low-proGicient	participants,	while	it	

was	54%	for	high-proGicient	participants.	
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Fig	3.	Mean	number	of	accurate	responses	for	all	conditions	(All	True,	All	False,	Some	

Underinformative	and	Some	True)	in	the	L2	English	group	(Experiment	1	and	2),	di-

vided	by	proGiciency	level;	1	(dark-grey	bar)	represents	the	low-proGiciency	group	and	

2	(light-grey	bar)	represents	the	high-proGiciency	group.	In	the	Some	Underinforma-

tive	condition	we	considered	the	pragmatic	response	as	the	correct	one.	Error	bars	are	

standard	error	of	the	mean.		
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Fig	4.	Mean	number	of	accurate	responses	for	all	conditions	(All	True,	All	False,	Some	

Underinformative	and	Some	True)	in	the	L2	Spanish	group,	divided	by	proGiciency	lev-

el;	1	(dark-grey	bar)	represents	the	low-proGiciency	group	and	2	(light-grey	bar)	rep-

resents	the	high-proGiciency	group.	In	the	Some	Underinformative	condition	we	con-

sidered	the	pragmatic	response	as	the	correct	one.	Error	bars	are	standard	error	of	

the	mean.		

We	conducted	GLMM	considering	accuracy	as	the	dependent	variable,	including	

subjects	and	items	as	random	factors,	random	slopes	and	intercepts	for	the	factor	
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Type.	We	also	included	the	QuantiGier	(All	vs.	Some),	the	Type	(True	vs.	False),	the	Pro-

Giciency	group	(low	vs	high)	and	the	Languages	(L1	vs	English	L2	vs	Spanish	L2)	as	

Gixed	effects,	as	well	as	their	interactions.	The	main	effects	of	QuantiGier	(β	=	-1.13;	z	=	

-4.41;	p	<	.001),	Type	(β	=	1.36;	z	=	5.3;	p	<	.001)	and	ProGiciency	(β	=	0.79;	z	=	-4.41;	p	

<	.001)	were	signiGicant,	but	not	the	Language	(β	=	0.48;	z	=	0.26;	p	=	.79).	Also	the	

two-way	interaction	QuantiGier-Type	(β	=	3.26;	z	=	6.33;	p	<	.001),	the	three-way	inter-

action	QuantiGier-Type-ProGiciency	(β	=	-0.92;	z	=	2.54;	p	=	.01)	and	the	four-way	inter-

action	QuantiGier-Type-ProGiciency-Language	(β	=	2.01;	z	=	2.62;	p	=	.009)	were	signiGi-

cant,	but	not	the	three-way	interaction	Language-Type-ProGiciency	(p	>	.1)	or	QuantiGi-

er-Type-Language	(p	>.1).	This	analysis	overall	replicates	the	results	of	Experiment	1.	

Participants	were	sensitive	to	the	difference	between	truth	vs.	falsity	and	truth	vs.	un-

derinformativeness.	Yet	these	results	also	show	that	the	proGiciency	level	has	an	inGlu-

ence	on	the	judgments	of	the	Some	Underinformative	condition	compared	to	the	con-

trol	conditions,	which	is	different	with	respect	to	the	L2.	Participants	with	English	as	

L2	with	a	lower	proGiciency	level,	gave	less	pragmatic	answers	than	participants	with	

high	proGiciency	level.	The	pattern	is	reversed	when	considering	Spanish	as	a	L2,	with	

less	pragmatic	answers	in	the	high	proGiciency	group.	This	behavior	results	in	the	

four-way	interaction	reported	above.	This	is	an	unanticipated	Ginding	and	it	will	be	

discussed	in	detail	in	the	discussion	section.	

4.	General	Discussion	

Building	on	prior	research	on	pragmatic	understanding	in	L2	computation,	for	
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the	Girst	time	we	assessed	the	interpretation	of	scalar	implicatures	in	L2	learners	us-

ing	oral	rather	than	written	stimuli.	All	participants	were	tested	using	utterances	spo-

ken	in	either	in	their	L1	(Italian)	or	in	one	L2	(English	or	Spanish).	In	two	experi-

ments,	we	found	that	participants	in	the	L2	condition	were	less	likely	to	derive	a	

pragmatic	interpretation	of	underinformative	sentences	compared	to	participants	

tested	in	the	L1	condition.	On	the	assumption	that	L2	oral	processing,	under	time	con-

straints,	imposes	a	higher	cognitive	load	than	L1	processing,	the	decrease	in	pragmatic	

interpretations	of	underinformative	sentences	can	be	taken	as	evidence	that	deriving	

such	pragmatic	interpretations	is	costly	and	non-automatic.	

Therefore,	the	current	pattern	of	results	is	consistent	with	the	non-default	

models'	view	of	scalar	implicatures	as	well	as	with	those	approaches	maintaining	that	

scalar	computation	is	not	cost-free.	In	contrast,	our	results	run	against	the	default	

models	and	the	cost-free	models	of	scalar	computation.	Indeed,	according	to	the	for-

mer	class	of	approaches,	in	order	to	compute	a	scalar	implicature,	the	listener	should	

execute	several	steps.	When	interpreting	a	sentence	like	“Some	Xs	are	Ys”,	Girst	we	con-

sider	the	literal	meaning	of	the	sentence;	then,	we	generate	the	more	informative-al-

ternative	sentence	“All	Xs	are	Ys”;	Ginally,	we	negate	the	more	informative	alternative	in	

order	to	strengthen	the	meaning	of	the	sentence	and	to	obtain	the	pragmatic	interpre-

tation	“Some	but	not	all	Xs	are	Ys”.	If	we	do	not	have	enough	time	and	cognitive	re-

sources	to	go	through	all	those	steps,	we	might	be	limited	to	a	semantic	interpretation	

(i.e.	“Some	and	possibly	all	Xs	are	Ys”).		

Whilst	our	results	found	that	participants	tested	in	their	L2	performed	more	
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poorly	(with	less	pragmatic	answers)	than	when	they	were	tested	in	their	L1,	Dupuy	

et	al.	(2018)	found	that	participants	performed	similarly	in	the	two	language	condi-

tions.	Several	reasons	may	account	for	the	discrepancy	between	our	results	and	Dupuy	

et	al.’s.	First,	participants	in	our	study	had	time	constraints	since	they	were	asked	to	

perform	their	task	as	quickly	as	possible,	whereas	participants	in	Dupuy	et	al.’s	study	

had	none.	Second,	materials	in	our	study	were	presented	orally	whereas	their	study	

used	written	items.	Thus,	processing	auditory	information	and	using	L2	under	time	

constraint	might	have	increased	the	difGiculty	of	our	task,	requiring	more	resources	for	

performing	the	item	evaluations.		

However,	time	constraints	were	absent	in	studies	by	both	Dupuy	et	al.	and	in	

Slabakova,	all	using	written	materials.	Therefore,	those	factors	cannot	account	for	the	

discrepancies	between	those	two	studies.	As	we	have	previously	discussed	in	the	In-

troduction,	bilinguals	in	Slabakova's	study	were	immersed	in	an	L2	environment	and	

their	L2	processing	may	have	been	as	automatic	as	L1	processing.	Notice	that	other	

studies	that	did	not	impose	time	constraints	failed	to	replicate	Slabakova’s	results,	re-

porting	no	difference	in	pragmatic	interpretation	between	L1	and	L2	speakers	(Anto-

niou	&	Katsos,	2017;	Antoniou	et	al.,	2018;	Dupuy	et	al.,	2018;	Syrett	et	al.,	2016;	

Syrett	et	al.,	2017).	These	inconsistencies	may	derive	from	a	third	factor.		

Considering	our	study	and	the	studies	that	found	no	differences	in	the	pragmatic	

performance	on	L1	and	L2	conditions,	we	might	speculate	that	immersion	probably	

played	a	more	important	role	than	participants’	proGiciency	(Fortune,	2012).	Accord-

ingly,	when	Bouton	(1992)	tested	bilingual	students	on	conversational	implicatures	
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immediately	after	their	arrival	in	the	USA	and	then	after	4.5	years,	he	found	a	great	

improvement	in	their	performance.	Indeed,	Cummins’	Threshold	Hypothesis	(1977,	

1978;	see	also	Ardasheva	et	al.,	2012;	Farrell,	2011;	Green,	1986;	Andreou	&	Karapet-

sas,	2004;	Ricciardelli,	1992;	Sampath,	2005)	offers	an	explanation	of	how	only	bal-

anced	bilinguals	display	the	cognitive	advantages	Girstly	theorized	by	Peal	and	Lam-

bert	(1962).		

The	fact	that	Slabakova's	bilinguals	were	more	likely	to	derive	a	pragmatic	inter-

pretation	in	their	L2	than	in	their	L1	may	reGlect	such	general	metacognitive	advan-

tage	that	proGicient	bilingualism	usually	bestows	(Adesope	et	al.,	2010;	Bialystok	&	

Senman,	2004;	Bialystok	&	Shapero,	2005;	Kushalnagar	et	al.,	2010;	Mezzacappa,	

2004;	Pelham	&	Abrams,	2014).	Following	this	line	of	thought,	when	bilingual	children	

–	exposed	to	two	languages	every	day	–	have	been	tested	on	the	detection	of	violations	

of	Gricean	maxims,	they	performed	better	than	monolinguals	(Siegal	et	al.,	2010).	In	

other	words,	we	suggest	that	the	metacognitive	advantages	only	show	up	in	the	case	of	

high	proGiciency	in	L2.			

Furthermore,	while	Slabakova	used	a	Truth-Value	Judgment	Task	(TVJT),	we	

used	a	Sentence	Evaluation	Task.	Many	works	have	shown	that	different	tasks	might	

produce	a	different	rate	of	pragmatic	answers	in	the	same	population	(e.g.,	Guasti	et	

al.,	2005).	However,	we	believe	that	such	aspect	cannot	fully	account	for	the	difference	

between	our	study	and	Slabakova’s	one	since,	due	to	the	task	difference,	we	should	

have	expected	an	overall	change	in	the	rate	of	pragmatic	answers	in	both	(L1	and	L2)	

conditions,	like	in	Guasti	et	al.	(2005),	and	not	the	reversal	of	the	pattern	reported	by	
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Slabakova,	as	we	have	found.	

How	should	one	account	for	such	a	reversal?	On	the	one	hand,	if	just	immersion	

played	a	crucial	role,	we	should	have	found	no	differences	between	L1	and	L2	condi-

tions,	like	for	Dupuy	et	al.	(2018).	On	the	other	hand,	if	the	use	of	time	constraints	and	

the	oral	presentation	of	the	stimuli	were	the	only	factors	in	play,	it	is	hard	to	explain	

the	differences	between	Slabakova’s	results	and	the	results	of	other	studies	that	found	

no	differences	between	L1	and	L2.	Hence,	we	suggest	that	the	three	factors	that	we	

mentioned	(i.e.,	the	immersion	in	the	L2	environment,	the	use	of	time	constraints	and	

the	presentation	of	items	in	the	oral	modality)	might	have	jointly	played	a	role	in	

yielding	our	results.	We	propose	that	there	may	be	a	continuum	from	immersed	bilin-

guals	with	high	cognitive	resources	(which	lead	to	high	rates	of	pragmatic	responses	

to	underinformative	sentences),	to	bilinguals	tested	in	their	L1	environment	(who	

show	no	difference	in	pragmatic	responses	with	respect	to	L1,	because	they	have	the	

time	to	derive	the	scalar	implicatures),	to	bilinguals	tested	in	their	L1	environment	

under	time	constraints	(who	show	a	decrease	in	pragmatic	responses	to	underiforma-

tive	sentences,	since	their	limited	resources	allow	for	more	automatic	responses	to	be	

given).	Despite	the	available	data	suggest	that	language	proGiciency,	language	immer-

sion	and	time	constraints	are	all	involved,	they	do	not	allow	to	tell	whether	their	con-

tribution	is	additive	or	they	interact.		

In	addition	to	what	we	argued,	it	is	of	interest	to	consider	both	the	L1	and	the	L2	

tested,	since	our	results	on	the	proGiciency	level	seems	to	suggest	that	languages	may	

affect	the	pattern	of	behavior,	which	is	something	not	entirely	new	in	the	literature	
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(Katsos	et	al.,	2016).	We	found	that	both	English	and	Spanish,	as	L2s,	yielded	less	

pragmatic	answers	compared	to	L1,	but	the	participants’	proGiciency	levels	affected	

differently	the	two	languages	groups.	In	participants	with	English	as	L2	there	was	a	

positive	link	between	proGiciency	and	pragmatic	answers	(i.e.,	fewer	pragmatic	an-

swers	in	the	low	proGiciency	group	than	in	the	high	proGiciency	one),	whereas	in	par-

ticipants	with	Spanish	as	L2	we	found	that	there	was	a	negative	link	between	proGi-

ciency	and	pragmatic	answers	(i.e.	fewer	pragmatic	answers	in	the	high	proGiciency	

group	compared	to	the	low	proGiciency	one).	Our	predictions	are	consistent	with	re-

sults	found	in	the	English-L2	group,	but	they	clash	with	results	of	the	Spanish-L2	

group.	This	somewhat	unexpected	result	needs	to	be	clariGied	in	future	works.	One	

limitation	of	the	present	study	is	that	the	proGiciency	level	was	assessed	using	partici-

pants'	self-evaluation	only.	Moreover,	we	did	not	collect	information	on	other	factors	

such	as	the	duration	of	the	immersion	in	a	linguistic	community.		

One	possibility	is	that	the	different	effect	of	proGiciency	in	Spanish-L2	and	Eng-

lish-L2	groups	might	be	due	to	speciGic	grammatical	or	lexical	aspects	of	each	language	

and	their	similarities	to	Italian	(L1).	For	instance,	Spanish	grammar	is	more	similar	to	

Italian	grammar	than	English	grammar.	Also,	Spanish	and	Italian	have	commonalities	

at	the	lexical	level.	Spanish	includes	the	quantiGier	algunos	which	is	lexically	very	simi-

lar	to	the	Italian	alcuni,	the	target	word	in	our	L1	conditions.	For	this	reason,	non-pro-

Gicient	participants	might	have	adopted	the	strategy	of	relying	on	lexical	similarities	

between	the	two	languages	(transfer	mechanism)	to	reason	similarly	to	their	L1.	Dif-

ferently,	high	proGicient	participants	are	probably	more	used	to	process	Spanish	with-
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out	any	sort	of	transfer	and	with	all	the	cognitive	difGiculties	that	this	implies.	Non-

proGicient	participants	in	the	English	L2	condition	cannot	take	advantage	of	lexical	

similarities	because	Italian	and	English	are	very	different.	As	a	second	hypothesis,	the	

effect	of	similarity	between	Italian	and	Spanish	might	have	played	out	the	opposite	

way:	high	proGicient	participants	might	have	automatically	activated	their	L1	while	

processing	Spanish	sentences,	and	this	co-activation	resulted	in	interference	and	pro-

cessing	strain	that	caused	the	rate	of	pragmatic	answers	to	drop.	Further	investigation	

on	a	wider	range	of	quantiGiers	and	typologically	different	languages	needs	to	be	con-

ducted	to	assess	the	validity	of	these	possibilities.	

	The	present	results	also	do	not	allow	deciding	between	competing	models	that	

claim	that	scalar	implicatures	are	costly.	For	example,	our	results	can	be	explained	for	

by	the	Lexical	Account	on	the	computation	of	scalar	implicatures	(Barner	et	al.,	2011;	

Foppolo	et	al.,	2012).	As	we	have	seen,	in	this	account,	the	problems	with	implicatures	

are	a	consequence	of	limitations	in	representing/accessing	lexical	items	in	scale.	Thus,	

one	may	propose	that	the	logical	interpretation	of	underinformative	sentences	results	

from	difGiculty	with	accessing	the	<some,	all>	scale.	Applying	this	account	to	our	re-

sults,	one	needs	to	assume	either	(or,	possibly,	both)	of	two	viewpoints.	For	the	major-

ity	of	our	participants	Gluency	in	L2	was	not	very	high	and	we	may	thus	assume	that	

their	mastering	of	the	<some,	all>	scale	was	not	optimal:	non-ceiling	performances	in	

control	sentences	point	to	this	possibility.	Thus,	access	to	the	<some,	all>	scale	might	

have	been	affected	by	limitations	on	the	representations	of	the	comprising	items.	The	

second	interpretation	rests	on	the	time-constraints	factor.	It	might	be	the	case	that	re-
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duced	time	in	our	study	might	have	prevented	L2	participants	from	accessing	the	scale	

in	an	optimal	way,	i.e.	fully	exploiting	their	knowledge	about	the	scale.	If	we	further	

assume	that	the	items	more	directly	accessible	were	also	the	more	easily	represented	

and	available,	this	may	be	seen	as	a	special	case	of	the	non-default	model.	Further	re-

search	is	needed	to	adjudicate	between	different	non-default	models	or	those	based	

on	costly	implicature	computation	(e.g.	Relevance	Theory	and	Lexical	accounts);	a	

main	focus	should	be	on	oral	comprehension	of	scalar	implicatures	with	participants	

immersed	in	a	L2	environment,	with	or	without	time	constraints.		

6.	Conclusions	

In	conclusion,	our	study	brings	new	data	to	the	Gield	of	study	of	scalar-implica-

ture	understanding	by	testing	a	different	type	of	L2	processing	(i.e.	oral	processing)	

with	time	constraints.	We	assessed	the	interpretation	of	scalar	implicatures	elicited	by	

materials	presented	orally	in	L2	learners	and	found	that	participants	tested	in	L2	were	

less	likely	to	derive	a	pragmatic	interpretation	of	underinformative	sentences	than	

participants	tested	in	L1.	Since	L2	oral	processing,	under	time	constraints,	is	more	re-

source	demanding	than	L1	processing	(Borghini	&	Hazan,	2018),	the	present	results	

provide	evidence	that	deriving	such	pragmatic	interpretations	is	costly	and	non-au-

tomatic.	Results	of	the	present	study	and	previous	evidence	on	bilinguals	bring	sup-

portive	data	for	non-default	models	and	the	approaches	maintaining	that	scalar-impli-

cature	computation	is	not	cognitively	free	of	cost.	
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Appendix	1	

Items	

All	true

English	(L2) Spanish	(L2) Italian	(L1)

All	snakes	are	reptiles Todas	las	serpientes	son	
reptiles

Tutti	i	serpenti	sono	rettili

All	cats	are	animals Todos	los	gatos	son	ani-
males

Tutti	i	gatti	sono	animali

All	men	are	humans Todos	los	hombres	son	
personas

Tutti	gli	uomini	sono	per-
sone

All	birds	are	animals Todos	los	pájaros	son	
animales

Tutti	gli	uccelli	sono	ani-
mali

All	cobras	are	snakes Todas	las	cobras	son	ser-
pientes

Tutti	i	cobra	sono	serpenti

All	dogs	are	animals Todos	los	perros	son	ani-
males

Tutti	i	cani	sono	animali

All	horses	are	mammals Todos	los	caballos	son	
mamıf́eros

Tutti	i	cavalli	sono	mam-
miferi

All	sunGlowers	are	Glowers Todos	los	girasoles	son	
Glores

Tutti	i	girasoli	sono	Giori
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All	false

English	(L2) Spanish	(L2) Italian	(L1)

All	animals	are	carnivo-
rous

Todos	los	animales	son	
carnıv́oros

Tutti	gli	animali	sono	car-
nivori

All	cats	are	dogs Todos	los	gatos	son	perros Tutti	i	gatti	sono	cani

All	stones	are	singers Todas	las	piedras	son	can-
tantes

Tutte	le	pietre	sono	can-
tanti

All	Glowers	are	professors Todas	las	Glores	son	profe-
soras

Tutti	i	Giori	sono	profes-
sori

All	pens	are	animals Todos	los	lápices	son	
animales

Tutte	le	matite	sono	ani-
mali

All	children	are	grand-
mothers

Todas	las	niñas	son	
abuelas

Tutte	le	bambine	sono	
nonne

All	televisions	are	cars Todos	los	televisores	son	
coches

Tutte	le	televisioni	sono	
automobili

All	books	are	drinks Todos	los	libros	son	be-
bidas

Tutti	i	libri	sono	bevande

Some	true

English	(L2) Spanish	(L2) Italian	(L1)

Some	dogs	are	Labrador Algunos	perros	son	
Labrador

Alcuni	cani	sono	Labrador
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Some	children	are	blonde Algunos	niños	son	rubios Alcuni	bambini	sono	
biondi

Some	Glowers	are	red Algunas	Glores	son	rojas Alcuni	Giori	sono	rossi

Some	cats	are	Persians Algunos	gatos	son	Siame-
ses

Alcuni	gatti	sono	Persiani

Some	houses	are	rented Algunas	casas	son	altas Alcune	case	sono	afGittate

Some	mobiles	are	iPhones Algunos	teléfonos	son	
iPhones

Alcuni	cellulari	sono	
iPhone

Some	dresses	are	blue Algunos	vestidos	son	
azules

Alcuni	vestiti	sono	blu

Some	lakes	are	big Algunos	lagos	son	grandes Alcuni	laghi	sono	grandi

Some	underinformative

English	(L2) Spanish	(L2) Italian	(L1)

Some	children	are	humans Algunos	niños	son	
personas

Alcuni	bambini	sono	per-
sone

Some	salmons	are	Gish Algunos	salmones	son	
peces

Alcuni	salmoni	sono	pesci

Some	horses	are	animals Algunos	caballos	son	ani-
males

Alcuni	cavalli	sono	animali

Some	tulips	are	Glowers Algunos	tulipanes	son	Glo-
res

Alcuni	tulipani	sono	Giori
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