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A B S T R A C T

This manuscript tackles the study of vegetation pattern dynamics driven by inertial effects and secondary seed
dispersal. To achieve this goal, an hyperbolic extension of the classical parabolic Klausmeier model of vegetation,
generally used to predict the formation of banded vegetation along the slopes of semiarid environments,
has been here considered together with an additional advective term mimicking the downslope motion of
seeds. Linear stability analyses have been carried out to inspect the dependence of the wave instability locus
on the model parameters, with particular emphasis on the role played by inertial time and seed advection
speed. Moreover, periodic travelling wave solutions are taken into account to better characterize modulus and
direction of the migration speed of striped vegetation patterns. Theoretical predictions are corroborated by
numerical Investigations and ecological implications are also discussed. In particular, it is highlighted how the
hyperbolic nature of the model may provide possible justifications about some controversial field observations.
1. Introduction

Self-organized patchiness in ecosystems is a clear-cut example of the
occurrence of vegetation patterns in water-limited systems (Von Hard-
enberg et al., 2001; Gilad et al., 2004; Meron, 2015; Zelnik et al.,
2017; Meron, 2018; Gowda et al., 2018; Tongway, 2001; Dunker-
ley, 2018). In particular, regular striped patterns formed along the
hillsides of many arid and semi-arid environments are believed to
exhibit a non-stationary behaviour which manifests itself as an up-
hill migration of bands. However, a larger availability of field data
has brought out some controversial interpretations about the effective
motion of these patches (Tongway, 2001; Dunkerley, 2018). Many
mathematical models and numerical tools have been developed to
provide a suitable description of the complex phenomena behind the
formation, modulation, resilience and propagation of such vegetation
patterns (Klausmeier, 1999; Rietkerk et al., 2000; Hillerislambers et al.,
2001; Sherratt, 2005; Siteur, 2014; Thompson et al., 2008, 2014;
Sohoulande Djebou and Singh, 2015; Thompson and Katul, 2009; Saco
et al., 2007; Pueyo et al., 2008; Ursino and Rulli, 2010; Langevelde,
2016; Borgogno et al., 2009; Sherratt and Synodinos, 2012; Sherratt,
2013; Van der Stelt et al., 2013; Eigentler and Sherratt, 2020; Marasco
et al., 2014; Gandhi et al., 2018; Bastiaansen et al., 2019). In some
previous works (Thompson et al., 2008, 2014; Thompson and Katul,
2009; Saco et al., 2007; Pueyo et al., 2008; Ursino and Rulli, 2010;
Langevelde, 2016), the origin of the above-mentioned controversy was
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attributed to the phenomena of mobilization, transport and germination
of seeds, which can be gathered under the name of secondary seed dis-
persal. It is indeed known that, in sloped terrains, seeds undergo both a
primary dispersal from the plant to the ground followed by a secondary
dispersal due to their transport in overland flow. This phenomenon has
been included in several parabolic models (to cite a few, Hillerislambers
et al., 2001; Saco et al., 2007; Pueyo et al., 2008; Thompson et al.,
2008; Thompson and Katul, 2009 and Consolo and Valenti, 2019).
In particular, in the work by our group (Consolo and Valenti, 2019),
secondary dispersal of seeds was included in the framework of the
Klausmeier model (Klausmeier, 1999) that, as known, is one of the easi-
est two-compartments models for surface water and vegetation biomass
capable of providing a sufficiently adequate description of the forma-
tion and movement of vegetation stripes along sloped arid terrains. In
that work, much emphasis was given to the role of initial conditions,
highlighting how different ecological scenarios can take place when
vegetation patterns arise from degradation of homogeneous vegetation
or from colonization of bare ground. However, the parabolic nature
of the above model prevented the possibility of taking into account
those inertial effects which are observed in the vegetation response, in
particular for the woody component (Milchunas and Lauenroth, 1995;
Garcia-Fayos and Gasque, 2002; Deblauwe et al., 2011; Valentin and
d’Herbés, 1999; Deblauwe et al., 2012). It was indeed emphasized that
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inertia of existing plant populations, namely the tendency to continue
residing a given location when the environmental conditions become
unfavourable, takes an active role in response to climate change and
presence of pollutants. Apart from that, inertial effects can even mask
future deteriorations in ecosystem conditions, so constituting more than
just a time lag in response to an ongoing stressor.

Accounting for inertia leads to the development of an hyperbolic
ramework that, as known, overcomes the paradox of infinite prop-
gation speed of disturbances and is better suited to describe wave
ropagation phenomena (Mendez et al., 2010; Zemskov and Hors-
hemke, 2016; Mvogo et al., 2018; AI-Ghoul and Eu, 1996; Hillen,
002; Straughan, 2011; Curró and Valenti, 2021). The presence of
nertia in vegetation dynamics has been considered in some of our
revious works (Consolo et al., 2017, 2019, 2020, 2022; Consolo
nd Grifó, 2022), where it has been emphasized its role both in the
ransient regime from a spatially-homogeneous steady-state toward a
patially-periodic patterned state and in the modulation of the region
f the parameter space in which patterns can be observed. However,
o the best of our knowledge, secondary seed dispersal has never been
onsidered in hyperbolic models.

Therefore, the aim of the present work is to inspect how the dynam-
cs of non-stationary vegetation stripes are affected by the simultaneous
ction of inertial effects and secondary seed dispersal. In detail, in order
o characterize the features of the emerging migrating patterns, linear
tability analysis has been performed with particular emphasis on the
eduction of the threshold condition for wave instability responsible
or the onset of oscillatory periodic patterns. Moreover, to gain more
nsights into the mechanisms underlying the pattern propagation speed,
ravelling wave solutions have been also taken into account. Analytical
redictions have been corroborated by numerical simulations and by a
ualitative comparison with some ecological field observations.

The manuscript is organized as follows. The hyperbolic reaction–
iffusion–advection model is presented in Section 2 whereas linear
tability analyses focused on non-stationary pattern dynamics are ad-
ressed in Section 3. Travelling wave solutions are investigated in
ection 4 and final remarks are given in Section 5.

. Model description

Our analysis originates from the classical parabolic version of the
lausmeier model (Klausmeier, 1999), that is one conceptual tool used

o mimic striped vegetation dynamics along sloped semi-arid envi-
onments. In its original formulation the model describes the spatio-
emporal evolution of surface water 𝑤(𝑥, 𝑡) and vegetation biomass
𝑢(𝑥, 𝑡) in the presence of an isotropic dispersal of seeds and an
anisotropic flow of water through the hillside. Here, water diffusion
is neglected since the advection contribution is generally dominant
on slopes. Later in Ref. Consolo and Valenti (2019), this model was
extended to include the secondary seed dispersal phenomenon and took
the 1D dimensionless form:
[

𝑢
𝑤

]

𝑡
−
[

1 0
0 0

] [

𝑢
𝑤

]

𝑥𝑥
−
[

𝜓 0
0 𝜈

] [

𝑢
𝑤

]

𝑥
=
[

𝑓 (𝑢,𝑤)
𝑔(𝑢,𝑤)

]

(1)

where the subscript stands for the partial derivative with respect to
the indicated variable, the 𝑥-axis points along uphill direction and
the advection speeds of plant and water are denoted by 𝜓 and 𝜈,
respectively. The kinetic functions are given by

𝑓 (𝑢,𝑤) = 𝑤𝑢2 − 𝐵 𝑢, 𝑔(𝑢,𝑤) = 𝐴 −𝑤 −𝑤𝑢2, (2)

where 𝐴 and 𝐵 are representative of the rates of average annual rainfall
and plant loss, respectively. Note that, the original Klausmeier model
is recovered for 𝜓 = 0.

To account for the presence of biological inertia (Brown et al., 2001;
Von Holle et al., 2003; Deblauwe et al., 2011; Garcia-Fayos and Gasque,
2002; Milchunas and Lauenroth, 1995), as well as to provide a better
description of pattern propagation, hereafter we consider its hyperbolic
2

Fig. 1. Solid lines represent the loci of wave instability in the (𝐵,𝐴) parameter plane
for different values of inertial time. Red circles denote the locus obtained in the
parabolic case. The bottom dashed line defines the condition 𝐴 = 2𝐵, below which only
desert state exists. Insets give zooms over the indicated areas. Points P𝑖 (𝑖 = 1,… , 4)
epresent different configurations in the (𝐵,𝐴) plane which are used in Figs. 2–5. Stars
enote Turing bifurcation points obtained as the inertial time is varied.

eneralization obtained by means of Extended Thermodynamics (ET)
heory (Ruggeri and Sugiyama, 2021; Barbera et al., 2015; Curró and
alenti, 2021). The model reads:

𝑡 +𝑀𝐔𝑥 = 𝐍(𝐔), (3)

ith

=
⎡

⎢

⎢

⎣

𝑢
𝑤
𝐽

⎤

⎥

⎥

⎦

, 𝑀 =
⎡

⎢

⎢

⎣

−𝜓 0 1
0 −𝜈 0
1
𝜏 0 0

⎤

⎥

⎥

⎦

, 𝐍 (𝐔) =
⎡

⎢

⎢

⎣

𝑓 (𝑢,𝑤)
𝑔(𝑢,𝑤)
− 1
𝜏 𝐽

⎤

⎥

⎥

⎦

(4)

being 𝜏 and 𝐽 (𝑥, 𝑡) the inertial time and the dissipative flux, re-
pectively, associated to plant evolution. According to ET theory,
he flux is considered as an additional state variable satisfying a
hermodynamically-consistent balance law, 𝜏𝐽𝑡 + 𝑢𝑥 = −𝐽 , that reduces

to the classical gradient-based Fick’s law for vanishing inertial time
𝜏 → 0. Readers interested in the full derivation of the hyperbolic model
may refer to Ref. Barbera et al. (2015).

It is known that, for 𝐴 > 2𝐵 the model (3), (4), with 𝑓 (𝑢,𝑤) and
𝑔(𝑢,𝑤) given by (2), admits three distinct spatially-homogeneous steady
tates 𝐔∗ given by:

∗
𝐷 = (0, 𝐴, 0)
∗
𝐿 =

(

𝑢𝐿, 𝐵∕𝑢𝐿, 0
)

∗
𝑆 =

(

𝑢𝑆 , 𝐵∕𝑢𝑆 , 0
)

(5)

where:

𝑢𝐿 = 𝐴 −
√

𝐴2 − 4𝐵2

2𝐵
, 𝑢𝑆 = 𝐴 +

√

𝐴2 − 4𝐵2

2𝐵
, 0 < 𝑢𝐿 < 1 < 𝑢𝑆 . (6)

From an ecological viewpoint, the first state 𝐔∗
𝐷 is representative of the

desert state whereas the other ones of uniformly-vegetated areas. Note
that, for 𝐴 < 2𝐵 the desert state is the only admitted one, whereas
𝐔∗
𝐿 ≡ 𝐔∗

𝑆 for 𝐴 = 2𝐵. According to literature, realistic values of rainfall
nd plant loss belong to the ranges 𝐵 ∈ (0, 2) and 𝐴 ∈ (0, 3) (Rietkerk,

2002; Klausmeier, 1999; Sherratt, 2010). Moreover, water advection
speed is generally taken as 𝜈 ≲ 200 (Klausmeier, 1999) whereas, since
secondary seed dispersal represents a small percentage of the former
mechanism, it is realistic to assume 𝜓 ≪ 𝜈 (Consolo and Valenti, 2019).
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3. Wave bifurcation analysis

In order to investigate the nature of the steady states (5), a linear
stability analysis for the PDE system (3), (4) is now carried out. Due
to its high variability given by natural, human and herbivory effects,
the plant loss 𝐵 is considered as the control parameter. Then, by
perturbing the steady state, namely by looking for solutions in the form
of 𝐔 = 𝐔∗ + 𝐔̂ exp (𝜔𝑡 + i 𝑘 𝑥), we get
(

𝜔𝐼 + 𝑖𝑘𝑀 − (∇𝐍)∗
)

𝐔̂ = 𝟎 (7)

where 𝐈 denotes the identity matrix, ∇ ≡ 𝜕∕𝜕𝐔 represents the gradient
with respect to the field variables and the asterisk indicates the evalua-
tion at 𝐔∗. Searching non-trivial solutions of (7) leads to the following
characteristic equation:

𝜏𝜔3 +
[

𝐴1 − 𝑖𝑘𝜏 (𝜈 + 𝜓)
]

𝜔2 +
{

𝐴2 + 𝑖𝑘
[

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)
]}

𝜔

+ 𝐴3 + 𝑖𝑘
[

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤 − 𝜈𝑘2

]

= 0 (8)

where

𝐴1 = 1 − 𝜏
(

𝑓 ∗
𝑢 + 𝑔∗𝑤

)

𝐴2 = 𝐴2𝑘2 + 𝐴2

𝐴2 = 1 − 𝜏𝜈𝜓
𝐴2 = 𝜏

(

𝑓 ∗
𝑢 𝑔

∗
𝑤 − 𝑔∗𝑢𝑓

∗
𝑤
)

−
(

𝑓 ∗
𝑢 + 𝑔∗𝑤

)

𝐴3 = 𝐴3𝑘2 + 𝐴3

𝐴3 = −
(

𝑔∗𝑤 + 𝜈𝜓
)

𝐴3 = 𝑓 ∗
𝑢 𝑔

∗
𝑤 − 𝑔∗𝑢𝑓

∗
𝑤

(9)

Let us now focus on the occurrence of the so-called wave instability,
namely the destabilization of a spatially-uniform steady state via a
perturbation with a non-null wavenumber 𝑘 giving rise to oscillatory
in time and periodic in space patterns.

To this aim, we analyse first the local stability under an homoge-
neous perturbation (𝑘 = 0). In this case, the characteristic Eq. (8) can
be factorized and its solutions are:

𝜔1 = −1
𝜏
< 0, 𝜔2,3 =

1
2

(

𝑓 ∗
𝑢 + 𝑔∗𝑤 ±

√

(

𝑓 ∗
𝑢 + 𝑔∗𝑤

)2 − 4
(

𝑓 ∗
𝑢 𝑔∗𝑤 − 𝑓 ∗

𝑤𝑔∗𝑢
)

)

(10)

so that 𝐔∗ is stable with respect to homogeneous perturbation iff:

𝑓 ∗
𝑢 + 𝑔∗𝑤 < 0, 𝑓 ∗

𝑢 𝑔
∗
𝑤 − 𝑓 ∗

𝑤𝑔
∗
𝑢 > 0. (11)

Therefore, in the abovementioned range of parameters, 𝐵 ∈ (0, 2)
and 𝐴 > 2𝐵, it can be easily proved that the desert state 𝐔∗

𝐷 and
he vegetated one 𝐔∗

𝑆 are stable against homogeneous perturbations,
hereas the vegetated state 𝐔∗

𝐿 is always unstable. Thus, this latter
ne cannot gives rise to pattern formation and it will not be further
onsidered in our analysis. On the other hand, taking into account non-
omogeneous perturbations around the desert state 𝐔∗

𝐷, the dispersion
relation can be factorized and its solutions are given by:

𝜔1 = −1 + 𝑖𝜈𝑘

𝜔2,3 =
1
2

(

−𝐵 − 1
𝜏
+ 𝑖𝜓𝑘 ±

√

(

𝐵 − 1
𝜏

)2
− 𝑘2

(

4
𝜏
+ 𝜓

)2
+ 2𝑖𝜓𝑘

(

1
𝜏
− 𝐵

)

)

.

(12)

onsequently, 𝐔∗
𝐷 is always stable under both homogeneous and non-

omogeneous perturbations, being the real parts of all eigenvalues
egative ∀𝑘.

Thus, the only homogeneously-vegetated state configuration that
an give rise to oscillatory periodic patterns is 𝐔∗

𝑆 . In particular, look-
ng for solutions of the dispersion relation (8) with Re{𝜔} = 0 and
m{𝜔} ≠ 0 for some 𝑘 ≠ 0, setting to zero the real and imaginary parts
nd combining the resulting equations, the critical wavenumber at the
nset of instability is ruled by:

𝑘6 + 𝜃 𝑘4 + 𝜃 𝑘2 + 𝜃 = 0 (13)
3

1 2 3 4 b
here

1 = 𝐴1𝛽21 + 𝛽1𝛽3
[

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)
]

− 𝛽23𝐴3,

2 = 2𝛽1𝛽2𝐴1 +
(

𝛽1𝛽4 + 𝛽2𝛽3
) [

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)
]

−2𝛽3𝛽4𝐴3 − 𝛽23𝐴3,

3 = 𝐴1𝛽22 + 𝛽2𝛽4
[

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)
]

− 𝐴3𝛽24 − 2𝐴3𝛽3𝛽4,

4 = −𝛽24𝐴3,

1 = −𝜏2𝐴3
(

𝜈𝑔∗𝑤 + 𝜓𝑓 ∗
𝑢
)

− 𝜈𝐴2
1,

2 = −𝜏2𝐴3
(

𝜈𝑔∗𝑤 + 𝜓𝑓 ∗
𝑢
)

+ 𝐴2
1
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

,

3 = 𝐴1
[

𝜏𝑓 ∗
𝑢 − 1 − 𝜏2𝜈𝜓

(

𝑓 ∗
𝑢 + 𝑔∗𝑤

)]

−𝜏2
(

𝑓 ∗
𝑢 𝜓 + 𝑔∗𝑤𝜈

) [

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)
]

,

4 = 𝜏𝐴1𝐴3 − 𝐴2
1𝐴2.

(14)

he locus at which wave instability occurs may be obtained by im-
osing that the cubic Eq. (13) in 𝑘2 admits three real roots, two of
hich are equal to each other, positive and representative of the critical

quared wavenumber 𝑘2𝑐 . Consequently, the wave bifurcation locus is
mplicitly defined by:

7𝜃24𝜃
2
1 − 𝜃

2
3𝜃

2
2 + 4𝜃33𝜃1 + 4𝜃4𝜃32 − 18𝜃4𝜃3𝜃2𝜃1 = 0. (15)

ote that, for 𝜏 → 0, the wave bifurcation locus (15) here obtained
educes to the one found in the parabolic model (Consolo and Valenti,
019). Unfortunately, due to the highly nonlinear dependence of (15)
n the plant loss 𝐵, information can be extracted from numerical
nvestigations only.

In Fig. 1 the loci of wave instability (15) are depicted by solid lines
n the (𝐵,𝐴) parameter plane for different inertial times 𝜏 ∈ [1, 100],
ixing 𝜈 = 182.5 and 𝜓 = 1. For comparison, in the same figure
he parabolic locus is also shown (red circles), pointing out a close
greement with the one obtained in the hyperbolic model for small
nertial times 𝜏 ≤ 1.

On the other hand, by moving away from the parabolic limit,
he locus of wave instability shifts up so enlarging the region where
scillatory periodic patterns may be observed, in line with our previous
esults (Consolo et al., 2017; Curró and Valenti, 2021; Consolo et al.,
022). To confirm this theoretical prediction, let us consider the point
1 = (0.38, 2.8) in the parameter plane (see top inset in Fig. 1) and
nspect the wavenumber dependence of real and imaginary parts of
he roots of the characteristic equation as the inertial time is varied.
esults shown in Fig. 2(a) reveal that for 𝜏 = 10, the real part of the

argest eigenvalue is always negative so proving that P1 lies outside
he wave instability region. On the other hand, for 𝜏 = 20 and 𝜏 = 100,
he existence of ranges of unstable wavenumbers confirm the upward
hift of the locus of wave instability that has led P1 to fall within the
nstability region (see Fig. 2(b),(c)).

Additional numerical investigations are also performed to better
nderstand the roles of inertial time 𝜏 and advection speeds 𝜓 and 𝜈 on
he bifurcation threshold 𝐵𝑐 . In particular, results shown in Fig. 3(a) are
btained for a fixed value of 𝜓 = 1 whereas those depicted in Fig. 3(b)
orrespond to the case 𝜈 = 182.5. In detail, for a fixed value of secondary
eed dispersal and independently of the inertial time, the decrease
f water advection speed leads to an increase of the critical value
f the control parameter which in turn represents a reduction of the
nstability region (see Fig. 3(a)). This result agrees with the theoretical
xpectation that the formation of oscillatory patterns requires a non-
ull water advection speed. On the other hand, for a fixed value
f water advection speed, the behaviour of the instability threshold
epends on the distance from the parabolic limit. Indeed, as depicted
n Fig. 3(b), for 𝜏 ≲ 10−1, the critical value of control parameter is
lmost unaffected by the strength of secondary seed dispersal. On the
ontrary, far away from the parabolic limit, the role of seeds advection
peed becomes more relevant. In fact, as the parameter 𝜓 decreases,
he wave instability region enlarges.

Let us now inspect the properties exhibited by oscillatory patterns

y moving along the wave bifurcation locus. To this aim, let us fix three
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Fig. 2. Wavenumber dependence of the real (black lines) and imaginary (red lines) part of largest root of (8) evaluated at P1 = (0.38, 2.8) indicated in the top inset of Fig. 1, for
different inertial times: (𝑎) 𝜏 = 10, (𝑏) 𝜏 = 20 and (𝑐) 𝜏 = 100.
Fig. 3. Inertial time dependence of the wave instability threshold obtained for 𝐴 = 2.8, (a) 𝜓 = 1 and (b) 𝜈 = 182.5.
different points on the locus obtained for 𝜏 = 10 as shown in the bottom
inset of Fig. 1 and precisely: P2 = (0.244, 1.5), P3 = (0.270, 1.7) and P4 =
(0.293, 1.9). For these points, the wavenumber dependence of the most
unstable mode at onset, characterized by angular frequency 𝜔𝑐 and
critical wavenumber 𝑘𝑐 , is tracked in Fig. 4. Since the imaginary part
determines the modulus and direction of pattern speed 𝑠 = −Im{𝜔𝑐}∕𝑘𝑐 ,
uphill (downhill) motion is observed for Im{𝜔𝑐} < 0 (Im{𝜔𝑐} > 0)
whereas stationary patterns originate for Im{𝜔𝑐} = 0. Theoretical
predictions reveal that downhill motion takes place at the point P2 (see
Fig. 4(a)), whereas patterns become stationary at P3 (see Fig. 4(b))
and move uphill at P4 (see Fig. 4(c)). To check the validity of the
above results, the governing system (3), (4) is integrated numerically
by means of COMSOL Multiphysics® (COMSOL Multiphysics) in the
computational domain 𝑥 ∈ [0, 200] over the time window 𝑡 ∈ [0, 200].
Moreover, periodic boundary conditions are used and a small pertur-
bation of the steady state 𝐔∗

𝑆 is taken as initial condition, namely
patterns originating from degradation of homogeneous vegetation are
here considered (Consolo and Valenti, 2019; Sherratt, 2015). Results of
numerical simulations confirm our predictions, as shown in Fig. 5.

The above theoretical results are in line with some body of litera-
ture (Klausmeier, 1999; Esteban and Fairén, 2006), which predicts that
vegetation groves move upslope as a result of a larger availability of
moisture in the upslope margin of the band. Moreover, the presence of
downslope seed transport offers a stabilizing mechanism that reduces
the bands migration speed and can even reverse the direction of prop-
agation (Saco et al., 2007; Thompson et al., 2008, 2014). However, the
occurrence of upslope and downslope migration of bands is still under
debate due to some controversial field evidences (Thompson et al.,
2008; Tongway, 2001; Dunkerley, 2018). In particular, theoretical ob-
servations of downhill movement of bands are sometimes interpreted as
a regime in which pattern migration is, instead, precluded (Thompson
et al., 2008). This issue will be investigated in more detail later on in
the manuscript.
4

According to such ecological considerations, let us describe more ac-
curately the occurrence of stationary patterns in a framework enclosing
advective terms. To this aim, let us look for solutions of the dispersion
relation (8) characterized by:
{

𝜔 = 0
𝜕Re{𝜔}
𝜕𝑘 = 0

(16)

These constraints lead to the following system that defines a Turing
point in the (𝐵,𝐴)-plane and the critical wavenumber 𝑘𝑐 at which such
an instability occurs:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑘𝑐 =
√

𝜈𝑓∗𝑢 +𝜓𝑔∗𝑤
𝜈

𝜈
(

𝑓 ∗
𝑢 𝑔

∗
𝑤 − 𝑓 ∗

𝑤𝑔
∗
𝑢
)

−
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

) (

𝜈𝜓 + 𝑔∗𝑤
)

= 0
(

𝑔∗𝑤 + 𝜈𝜓
) [

(1 − 𝜏𝜈𝜓)
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

+ 𝜏𝜈
(

𝑓 ∗
𝑢 𝑔

∗
𝑤 − 𝑓 ∗

𝑤𝑔
∗
𝑢
)

− 𝜈
(

𝑓 ∗
𝑢 + 𝑔∗𝑤

)]

+𝜈
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

) [

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)
]

= 0

(17)

As it can be noticed, the existence condition arising from (17)1 implies
a restriction on the upper limit of seed advection speed

𝜓 ≤ 𝐵𝜈
1 + 𝑢2𝑆

(18)

Moreover, (17)3 encloses the dependence of the Turing point on hy-
perbolicity. Indeed, by varying the inertial time, the occurrence of
stationary patterns takes place at different points in the (𝐵,𝐴)-plane, as
represented by the stars in Fig. 1. In particular, decreasing the inertial
time, the Turing point moves upward along the bifurcation locus, so
enlarging the range in which downhill motion is observed. Notice that,
for 𝜏 = 1 no star is shown since it is out of the meaningful ecological
range. To describe the inertial time dependence of the Turing point 𝐵𝑇𝑐 ,
we solve system (17) for fixed values of 𝜈 and 𝜓 . Results are shown in
Fig. 6 where the function that best approximates data is also depicted.
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Fig. 4. Wavenumber dependence of the real (black lines) and imaginary (red lines) part of largest root of (8) evaluated at the points P2 (a), P3 (b) and P4 (c) indicated in Fig. 1
for 𝜏 = 10.
Fig. 5. Spatio-temporal dynamics of vegetation biomass 𝑢(𝑥, 𝑡) obtained by integrating numerically the governing system (3)–(4) by using the parameters associated to the panels
reported in Fig. 4.
Fig. 6. Turing threshold 𝐵𝑇𝑐 dependence on the inertial time 𝜏. Black squares represent
analytical results, whereas red line denotes the best fit. Fixed parameters: 𝜈 = 182.5 and
𝜓 = 1. Parameters appearing in the best fit function: 𝑦0 = 25.15, 𝑦1 = −15.97, 𝑦2 = −8.68
and 𝑦3 = 0.25.

Finally, let us report some quantitative field estimations of migra-
tion speeds of vegetation patches extracted from Table 12.2 in Tongway
(2001) and Dunkerley (2018), which gather experimental results from
several arid regions. Those data pointed out that dynamics in sloped ter-
rains range from the quasi-stationary case, corresponding to almost null
migration speed, as observed in Mexico (Montaña, 1992), Mali (Leprun,
1992), Somalia (Boaler and Hodge, 1964) and Australia (Dunkerley,
5

2018), to uphill motion with speed up to a 1.5 m/year, as in Mex-
ico (Montaña, 1992), Mali (Leprun, 1992) and Sudan (Worral, 1959).
To address a direct comparison with such data, let us recast the dimen-
sionless migration speed 𝑠 and the time 𝑡 in the original dimensional
variables 𝑆 [m/year] and 𝑇 [year], respectively. By using the numer-
ical estimates of the ecological parameters provided by Klausmeier
in Klausmeier (1999), we get: migration speed 𝑆 = 2𝑠 [m/year] and
time 𝑇̃ = 𝑡∕4 [year]. Note that, the inertial time 𝜏 scales with the
same law as 𝑡, i.e. 𝑇 = 𝜏∕4. Then, the dependence of 𝑆(𝑇 ) is reported
in Fig. 7 for different values of 𝜈 and 𝜓 . Results in panel (a) reveal
that, for a fixed value of 𝜈 and for small values of inertial times,
pattern speed 𝑆 changes progressively sign from positive to negative
as the seed advection speed 𝜓 increases. On the contrary, for large
values of inertial times, migration speed keeps positive and approaches
asymptotically the null value far away from the parabolic limit. This
behaviour holds independently of the value of the water advection
speed, as proven in Fig. 7(b), which is obtained for 𝜓 = 1 and variable
𝜈. These intriguing results allow to claim that the hyperbolic model may
provide satisfying interpretations of ecological observations both when
patterns migrate uphill (Tongway, 2001) and when they are believed
to be stationary (Dunkerley, 2018). Indeed, in the former case, the
theoretically-predicted maximum speed value, about 1.2 m/year, is in
close agreement with the experimental one 1.5 m/year (reported in
Sudan, Tongway (2001) and Worral (1959)) for 𝜓 < 1. This result
suggests that the uphill migration of patterns might be associated
with a very small percentage of seed advection, an increase of which
would lead to the opposite behaviour. In the latter case, the vanish-
ing migration speeds obtained for large values of inertial time yield
patterns to behave as they were almost stationary, independently of
the strength of secondary seed dispersal. On the other hand, close to
the parabolic limit, the agreement with field data would require to
set both an upper bound (18), to exclude the occurrence of downhill
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Fig. 7. Migration speed 𝑆 at onset of instability (𝐵 = 𝐵𝑐 ) as a function of the inertial time 𝑇 for different values of 𝜓 (a) and 𝜈 (b). In (a) the water advection speed is set as
𝜈 = 182.5 whereas in (b) the seed advection speed is fixed at 𝜓 = 1.
Fig. 8. Loci of Hopf bifurcation in the (𝐵, 𝑠) parameter plane for different values of
inertial time 𝜏. Horizontal lines denote the constraints arising from Eq. (23). Fixed
parameters: 𝜈 = 182.5, 𝜓 = 1 and 𝐴 = 2.8.

migration (Thompson et al., 2008), and a lower bound, to prevent
propagation speed to achieve very large values.

4. Periodic travelling waves

The analyses carried out in the previous sections have shed some
light on the role played by inertial time and advection terms in the
mechanism of formation of oscillatory periodic patterns. In this section,
let us focus in more detail on the characterization of the pattern speed
𝑠 in the proposed hyperbolic model (3)–(4). For this reason, we look
for solutions of the governing system in the form of periodic travelling
waves, namely 𝐔(𝑥, 𝑡) = 𝐔(𝑧) with 𝑧 = 𝑥 − 𝑠𝑡. This leads to recast the
original PDEs system in terms of the following ODEs one:

(𝑀 − 𝑠𝐼) 𝑑𝐔
𝑑𝑧

= 𝐍(𝐔) (19)

It is trivial to notice that (19) admits the same three steady states (5).
Moreover, since we are interested in the occurrence of wave instability,
we focus our analysis on the homogeneously vegetated state 𝐔∗

𝑆 only.
Therefore, searching for solutions in the form of 𝐔 = 𝐔∗

𝑆 + 𝐔̂ exp (𝜔𝑧),
the following cubic characteristic equation with real coefficients is
obtained:

𝜔3 +𝐷 𝜔2 +𝐷 𝜔 +𝐷 = 0 (20)
6

1 2 3
where

𝐷1 =
−𝑠2𝐴1+𝑠

[

𝜏(𝜈𝑓∗𝑢 +𝜓𝑔∗𝑤)−(𝜈+𝜓)
]

+𝐴3
(𝜈+𝑠)(𝜏𝑠2+𝜏𝜓𝑠−1) ,

𝐷2 =
𝑠𝐴2−(𝜈𝑓∗𝑢 +𝜓𝑔∗𝑤)
(𝜈+𝑠)(𝜏𝑠2+𝜏𝜓𝑠−1) ,

𝐷3 = − 𝐴3
(𝜈+𝑠)(𝜏𝑠2+𝜏𝜓𝑠−1) .

(21)

Then, Routh–Hurwitz criterion is applied to determine the local stabil-
ity of 𝐔∗

𝑆 , namely:

Re{𝜔} < 0 ∀𝜔 ⟺ 𝐷1 > 0 𝐷3 > 0 𝐷1𝐷2 −𝐷3 > 0 (22)

The first two conditions lead to:

(i) if 𝜏𝑓 ∗
𝑢 − 1 > 0 ∧ 𝑠4 > 𝑠2 ⇒ 𝑠1 < 𝑠 < min

{

𝑠2, 𝑠3
}

(ii) if 𝜏𝑓 ∗
𝑢 − 1 > 0 ∧ 𝑠4 < 𝑠2 ⇒ 𝑠1 < 𝑠 < 𝑠3 ∨ 𝑠4 < 𝑠 < 𝑠2

(iii) if 𝜏𝑓 ∗
𝑢 − 1 < 0 ∧ 𝑠1 > 𝑠3 ⇒ max

{

𝑠1, 𝑠4
}

< 𝑠 < 𝑠2
(iv) if 𝜏𝑓 ∗

𝑢 − 1 < 0 ∧ 𝑠1 < 𝑠3 ⇒ 𝑠1 < 𝑠 < 𝑠3 ∨ 𝑠4 < 𝑠 < 𝑠2

(23)

where

𝑠1,2 = 1
2

(

−𝜓 ∓
√

𝜓2 + 4∕𝜏
)

,

𝑠3,4 = 1
2𝐴1

[

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)

∓
√

[

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)
]2 + 4𝐴1𝐴3

]

.

(24)

Note that (23) represents the restrictions provided by the hyperbolic
nature of the model that, as expected, imposes the speed of propagation
to be limited. Indeed, in the parabolic limit 𝜏 → 0, the previous
conditions reduce to:
⎧

⎪

⎨

⎪

⎩

𝑠 < 𝑠̃3 ∨ 𝑠 > 𝑠̃4
[

𝑠2 + (𝜓 + 𝜈) 𝑠 + 𝜓𝜈 + 𝑔∗𝑤
] [(

𝑔∗𝑤 + 𝑓 ∗
𝑢
)

𝑠 + 𝜓𝑔∗𝑤 + 𝜈𝑓 ∗
𝑢
]

− (𝑠 + 𝜈)
(

𝑓 ∗
𝑢 𝑔

∗
𝑤 − 𝑓 ∗

𝑤𝑔
∗
𝑢
)

> 0
(25)

where

𝑠̃3,4 = −1
2

[

𝜓 + 𝜈 ±
√

(𝜓 − 𝜈)2 − 4𝑔∗𝑤

]

(26)

which highlight the absence of an upper limit, so allowing the possibil-
ity to achieve the paradox of an infinite propagation speed.

On the other hand, violation of the last condition in (22) defines the
locus of Hopf bifurcation:
{

−𝑠2𝐴1 + 𝑠
[

𝜏
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

− (𝜈 + 𝜓)
]

+ 𝐴3

}[

𝑠𝐴2 −
(

𝜈𝑓 ∗
𝑢 + 𝜓𝑔∗𝑤

)

]

+ 𝐴3 (𝜈 + 𝜓)
(

𝜏𝑠2 + 𝜏𝜓𝑠 − 1
)

= 0. (27)

As known (Sherratt, 2010; Sherratt and Lord, 2007; Sherratt, 2011),
the occurrence of Hopf bifurcation at 𝐔∗ to a small amplitude periodic
𝑆
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Fig. 9. Stability regions for travelling waves in the (, 𝑆) plane as the inertial time is varied: (a) 𝜏 = 10−2, (b) 𝜏 = 0.1 and (c) 𝜏 = 0.5.
Fig. 10. (a) Locus of Hopf bifurcation in the (𝐵, 𝑠) plane for 𝜏 = 0.1. (b) The corresponding bifurcation diagram obtained for 𝐵 = 0.5. The parameter set is the same as the one
used in Fig. 8.
solution of the ODEs system (19) corresponds to a travelling wave
solution of the PDEs system (3)–(4).

Unfortunately, due to the highly nonlinear structure of the implicit
locus (27) on the plant loss 𝐵, information can only be extracted
numerically. Outcomes of this analysis are shown in Fig. 8 where the
locus of Hopf bifurcation is depicted for different values of the inertial
time 𝜏, considering 𝜈 = 182.5, 𝜓 = 1 and 𝐴 = 2.8. This parameter set
falls into setup (iii) of (23). In the same figure, the horizontal lines
represent the constraints 𝑠 = 𝑠1 and 𝑠 = 𝑠2, whereas the condition
𝑠 = 𝑠4 is not depicted as it always lies below the Hopf locus and
brings no contribution. Considering the whole restrictions, the stability
region varies with the inertial times as shown in Fig. 9, where all
the quantities have been recast in the original dimensional variables
(according to Klausmeier (1999), the plant mortality  is related to
the dimensionless one by  = 4𝐵). As it can be noticed, despite larger
values of inertial times enlarge the region defined by the Hopf locus (as
one can argue from Fig. 8), they progressively restrict the set of allowed
speed, according to the stability conditions (23)(iii), as depicted by the
coloured areas in Fig. 9.

Finally, to gain more insights into this phenomenon, we fix the
inertial time at 𝜏 = 0.1 and compare the theoretical predictions (23)(iii),
(27) with the numerical ones extracted from the bifurcation diagram
obtained for 𝐵 = 0.5 and built by the XPPAUT tool (Ermentrout, 2002).
Results are shown in Fig. 10. In both panels of this figure, the yellow
squares define the upper and lower bounds of the admitted wave speed
within which the limit cycle (represented by blue circles in the right
panel) is observed. As it can be noticed, the excellent agreement here
obtained provides a further confirmation of the analysis here carried
out.
7

All the above described results fully agree with the ones depicted in
Fig. 7 and point out that, moving far away from the parabolic limit,
pattern dynamics becomes almost stationary. Interestingly, by direct
comparison with field data, our findings might, in turn, provide a
strategy to estimate the order of magnitude of inertial effects taking
place in dryland vegetation dynamics.

5. Conclusions

In this manuscript we propose a twofold generalization of the
Klausmeier model, that is one of the easiest tools used to describe
the formation of vegetation stripes along the slopes of semi-arid en-
vironments. Compared to the original parabolic model (Klausmeier,
1999), the one here discussed also accounts for: (i) secondary dispersal
of seeds, through an additional advection term (Consolo and Valenti,
2019) and (ii) inertial effects on the vegetation component, which lead
to build up an hyperbolic framework (Barbera et al., 2015). Patterned
vegetation dynamics are analysed by means of linear stability analysis
in order to deduce and characterize the locus of wave instability as a
function of all the model parameters. Moreover, additional information
on the pattern speed are extracted by means of periodic travelling
waves. Theoretical predictions, which are complemented by numerical
simulations, allow to draw several conclusions.

First, the pattern-forming region enlarges (reduces) as the inertial
time (seed advection speed) increases, as depicted in Figs. 1 and 3.
Therefore, the presence of inertia does not only affect transient dy-
namics, as expected, but also plays an active role in allowing pattern
dynamics to be observed over a wider range of model parameters.

Moreover, the proposed hyperbolic generalization of the Klausmeier
model may provide a satisfying description of experimental data for
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both migrating and stationary patterns. Indeed, close to the parabolic
limit, the model allows to reproduce both directions of pattern propaga-
tion as a function of seed advection speed, as shown in Figs. 4–7. On the
contrary, far from the parabolic limit and independently of secondary
seed dispersal, the theoretically-predicted migration speed approaches
the zero value so mimicking the regime of quasi-stationary patterns.
The constraints on the allowed wave speed arising from the hyperbolic
nature of the model are particularly tangible in Figs. 8,9, where the
stability region of travelling waves progressively shrinks as the inertial
time is increased.

Finally, we believe that the results here obtained might shed some
light on the current debate on the mechanisms responsible for the
effective migration on vegetation bands along slopes of arid terrains. At
the same time, while we are aware of the huge difficulties encountered
in addressing such a long-term experimental field observations, a larger
and more accurate availability of field data might provide an indirect
estimation of the order of magnitude of plant inertia.
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