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ABSTRACT
Externally applied electric fields in liquid water can induce a plethora of effects with wide implications in electrochemistry and hydrogen-
based technologies. Although some effort has been made to elucidate the thermodynamics associated with the application of electric fields in
aqueous systems, to the best of our knowledge, field-induced effects on the total and local entropy of bulk water have never been presented
so far. Here, we report on classical TIP4P/2005 and ab initio molecular dynamics simulations measuring entropic contributions carried by
diverse field intensities in liquid water at room temperature. We find that strong fields are capable of aligning large fractions of molecular
dipoles. Nevertheless, the order-maker action of the field leads to quite modest entropy reductions in classical simulations. Albeit more
significant variations are recorded during first-principles simulations, the associated entropy modifications are small compared to the entropy
change involved in the freezing phenomenon, even at intense fields slightly beneath the molecular dissociation threshold. This finding further
corroborates the idea that electrofreezing (i.e., the electric-field-induced crystallization) cannot take place in bulk water at room temperature.
In addition, here, we propose a molecular-dynamics-based analysis (3D-2PT) that spatially resolves the local entropy and the number density
of bulk water under an electric field, which enables us to map their field-induced changes in the environment of reference H2O molecules.
By returning detailed spatial maps of the local order, the proposed approach is capable of establishing a link between entropic and structural
modifications with atomistic resolution.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0139460

I. INTRODUCTION

In addition to quantum mechanics, matter’s behavior is ulti-
mately ruled by the subtle interplay between local electric fields.1
Hence, it is not surprising that the application of external electric
fields can be used to alter the thermodynamics of complex molec-
ular systems in much the same way as temperature and pressure
have been traditionally exploited.2–5 This way, a widespread series of
chemical and physical phenomena may be triggered by opportunely
tuned oriented fields.

At the present time, many laboratories are able to produce con-
trollable static fields on the order of 1–10 V nm−1 at the proximity
of high-capability field emitter tips in Scanning Tunneling Micro-
scopy (STM) and Atomic Force Microscopy (AFM) apparatus,6–8

rendering evident the possibility that tailored static electric fields
will routinely be employed as smart catalytic tools in the imminent
future.9 Indeed, it has been proven that electrostatic potential gra-
dients can selectively promote and catalyze Diels–Alder10 and other
industrially relevant11 chemical reactions. These findings represent
some of the first experimental evidences, indicating that electric
fields with magnitudes on the order of ∼1 − 10 V nm−1 can drive
and finely control specific chemical transformations. On the other
hand, detailed conclusions on the effects produced by the appli-
cation of intense electric fields were achieved through traditional
quantum-based computational approaches on single-molecule
systems12,13 and—by means of ab initio and advanced metadynamics
techniques—on condensed phases of matter.14,15 Field strengths on
the order of ∼5 V nm−1 have been employed in order to reproduce
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in silico Miller16 and Miller-like17 experiments and to highlight some
crucial aspects of the role played by electrostatics on general chem-
ical reactivity.9,14,18 Those field intensities couple with local electric
fields naturally present in condensed matter, whose intensity falls
exactly in the same range of magnitude.19 Indeed, electric fields on
the order of 10 V nm−1 are generated by the solvent in aqueous sys-
tems.20 In addition, as proven by recent investigations carried out
via two-dimensional infrared (2D-IR) spectroscopy, field strengths
of 3 V nm−1 are ubiquitous in neat liquid water and are responsi-
ble for the solvation state of protons.21 Pioneering Car–Parrinello
molecular dynamics simulations22 and more recent and sophis-
ticated ab initio molecular dynamics (AIMD) investigations,23,24

also including subtle Nuclear Quantum Effects (NQEs) via path-
integral AIMD (PI-AIMD),25 have partly elucidated the role played
by static electric fields when applied on bulk liquid water, shedding
some light on its spectroscopic, molecular, and proton conductivity
response upon exposure to electric fields. In vibrational Stark spec-
troscopy, frequency shifts induced by similarly intense electric fields
in selected vibrational modes are conveniently exploited as local
probes.26 Furthermore, proton transfer reactions triggered by strong
electric fields spontaneously present at the interface between water
and different solid materials have recently been characterized.27–29

This way, electrostatic potential gradients are capable not only of
reorganizing molecular dipoles in such a way to freeze liquids such
as ammonia30 but also of opening pathways in complex reaction
networks, shaping the chemistry of aqueous systems.16,17,31

Notwithstanding some thermodynamic investigations reported
on the effects generated by electric fields on the solid–liquid equilib-
rium,32 electric-field-induced entropy modifications associated with
the water hydrogen-bond (H-bond) reorganization have only very
recently been investigated at electrified interfaces by means of multi-
scale simulations.33 In particular, Estejab et al., by means of classical
MD and AIMD simulations, studied the solvation thermodynamics
of a series of surface species on the assumption that local elec-
tric fields could be able to reorient hydration water molecules.33

Although a key finding—concerning the fact that the entropy of sol-
vation depends on both the strength and direction of the electric
field—was reported,33 this study was affected by the (inextricable)
competition between the field and surface effects at water/electrode
interfaces. In addition, many computational efforts were tradi-
tionally devoted to the well-known hydrophobic effect,34 whose
molecular-scale origins are modified by local charges (and hence
fields).35,36 However, to the best of our knowledge, neither qualita-
tive nor quantitative assessments on the role played by electric fields
in shaping the local entropy of bulk water have been reported so far.

The aim of the current study is to exploit force-field MD and
AIMD simulations of bulk liquid water under the effect of static and
homogeneous electric fields to unveil field-induced changes on the
structure and entropy of the system. Moreover, here, we also track
the outcomes stemming from local entropy descriptors capable of
returning a spatially resolved quantification of the entropy. In par-
ticular, we use an MD-based analysis (3D-2PT)37,38 that spatially
resolves the entropy per water molecule and the local number den-
sity of bulk water under an electric field and their changes relative
to the zero-field regime. As for these local entropy indicators, we
investigate the bulk water environment of two different scenarios
at diverse field intensities: (i) the ideal system of a water molecule

perfectly aligned along the field (named hereinafter as fixed) and (ii)
the more realistic system of a water molecule freely rotating around a
locked point in the bulk liquid (named hereinafter as pinned). While
the ideal system allows us to characterize the complex water envi-
ronment along specific directions of the perfectly aligned molecule
(e.g., bond vectors and dipole moment), the more realistic system
is needed to describe the response of the central water molecule to
the externally imposed electric field, i.e., the combined effect of field
alignment and local structure preferences.

II. METHODS
A. Simulation protocol

We used the software package CP2K,39 based on the
Born–Oppenheimer approach, to perform ab initio molecular
dynamics (AIMD) simulations of a sample of liquid water under
the action of static and homogeneous electric fields applied along
a given direction (corresponding to the Z axis). The implementation
of an external field in numerical codes based on Density Functional
Theory (DFT) can be achieved by exploiting the modern theory
of polarization and Berry’s phases40–42 (see, e.g., Ref. 43). Under
periodic boundary conditions, the problem of computing the polar-
ization P in an electric field provides the solution to the problem
of computing any property of an insulator in a finite homogeneous
electric field. By exploiting Berry’s phase42 polarization, the overall
problem is solved. In particular, by considering an oriented electric
field, the following variational energy functional can be built:43

Eℰ[{ψi}] = E0[{ψi}] −ℰ ⋅ P[{ψi}], (1)

where E0[{ψi}] is the well-known energy functional in the zero-field
system and P[{ψi}] is the polarization defined by Resta.44 This way,
a finite static and homogeneous electric field can be applied in AIMD
simulations.

The liquid water sample contained 128 H2O molecules (i.e.,
384 atoms) arranged in a cubic cell with 15.82 Å edges so as to
reproduce a density of 0.97 g cm−3. As usual, structures were repli-
cated in space by employing periodic boundary conditions. The
intensity of the electric field was gradually increased with a step
increment of 0.5 V nm−1 from zero up to a maximum of 2.0 V nm−1.
Albeit the latter value is slightly beneath the computational22,25 and
experimental7,8,45 water dissociation threshold, from our prolonged
AIMD trajectories, a non-zero probability of finding field-induced
ionizations at 2.0 V nm−1 was recorded, a result in accordance with
recent simulations.25 Thus, to make a one-to-one comparison with
the entropy estimates stemming from classical force-field simula-
tions, we decided to consider for the analysis of the entropy only
the trajectories where proton transfers do not occur. On the other
hand, for structural analyses, also data stemming from simulation at
the highest field intensity (2.0 V nm−1) were post-processed. In the
zero-field case, we performed dynamics of 50 ps, whereas for each
other value of the field intensity, we ran dynamics of almost 250 ps
with a time step of 0.5 fs.

Wavefunctions of the atomic species have been expanded in
the TZVP basis set with Goedecker–Teter–Hutter (GTH) pseu-
dopotentials using the Gaussian plane waves (GPW) method.46 A
plane wave cutoff of 400 Ry has been imposed. Exchange and
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correlation (XC) effects were treated with the gradient-corrected
Becke–Lee–Yang–Parr (BLYP)47,48 density functional. Moreover, in
order to take into account dispersion interactions, we employed
the dispersion-corrected version of BLYP [i.e., BLYP+D3(BJ)].49,50

A nominal temperature slightly higher than the standard one has
been simulated in order to better reproduce the water structure
(i.e., T = 350 K). The dynamics of ions was simulated classically
within a constant number, volume, and temperature (NVT) ensem-
ble using the Verlet algorithm, whereas the canonical sampling
has been executed by employing a canonical-sampling-through-
velocity-rescaling thermostat (CSVR)51 set with a time constant
equal to 10 fs.

In the zero-field regime, comparisons of some structural prop-
erties of water were performed by means of the more recent
and accurate non-empirical strongly constrained and appropriately
normed (SCAN) functional52 (plus the rVV10 dispersion correc-
tion53). In this case, a cubic box containing 97 H2O molecules
(i.e., 291 atoms) arranged in a cubic cell with edges equal to 14.30
Å was simulated for ∼50 ps. Wavefunctions have been expanded
in the TZVP basis set with GTH pseudopotentials specifically opti-
mized for SCAN, while a large plane wave cutoff of 1200 Ry has been
imposed after several tests. Moreover, optimized parameters for
SCAN were used for mimicking dispersion interactions within the
rVV10 method (i.e., b = 11.40 and c = 0.93). A temperature of 300 K
was imposed in the SCAN+rVV10 case via a CSVR thermostat51 set
with a time constant equal to 50 fs.

Classical molecular dynamics (MD) simulations of liquid water
under static and homogeneous electric fields were carried out with
the Gromacs 2018.1 software package.54 The TIP4P/2005 model55

was used to describe water–water interactions. Although more
sophisticated potentials have been developed in recent decades, the
reliability of TIP4P/2005 has been demonstrated by recent inter-
esting results, also concerning the application of external electric
fields.5,56

To analyze the bulk entropy of TIP4P/2005 water for compar-
ison with AIMD, we performed one set of simulations with 1024
water molecules in the canonical ensemble with a fixed-volume
cubic box with 31.62 Å edges. A second set of simulations for the
same system was performed in the isobaric–isothermal ensemble at
a constant pressure of 1 bar to study the impact of field-induced
density changes on the water entropy, which were not captured in
constant-volume AIMD simulations. To spatially resolve local water
entropies in the 3D environment of a central water molecule, we
used third and fourth sets of simulations with 2147 water molecules
in a cubic box with initial edges of 42 Å, which were equilibrated at
a pressure of 1 bar for each applied electric field strength prior to
sampling at constant volume.

As described in the Introduction, these last two sets of simu-
lations described two different scenarios, which we refer to as fixed
and pinned. In the fixed set of simulations, the dipole moment of a
central water molecule was aligned with the Z axis along which elec-
tric fields were applied. Cartesian coordinates of this water molecule
were kept fixed using harmonic position restraints with a large force
constant [500 kJ/(mol Å2)]. In the pinned set of simulations, the har-
monic position restraint was only applied to the oxygen atom of the
central water molecule, thus allowing the latter to rotate freely. These
two scenarios allow for different high-resolution analyses of water

properties in the environment of the restrained water molecule, as
described in detail in Subsection II B.

Each of the four sets of simulations with the TIP4P/2005 model
was simulated in the zero-field regime and in the presence of electric
fields E of varying magnitude between 0.5 and 2.0 V nm−1. The fields
were implemented using an external force along the Z axis that acts
on all atoms proportional to their partial atomic charge. In all simu-
lations, long-range electrostatics were treated with the particle mesh
Ewald algorithm on a 1.2 Å spatial grid with a fourth order interpo-
lation and tin-foil boundary conditions.57 Short-range electrostatics
and Lennard-Jones forces were shifted to zero between 9.0 and
10.0 Å. Long-range dispersion corrections were applied for the
energy and pressure. Neighbor lists were updated every 10 fs (equi-
libration) or 8 fs (production) with a 13.0 Å distance cutoff. The
time step for integration was set to 1 fs (for both equilibration and
production). The SETTLE algorithm58 was used to constrain the
intramolecular degrees of freedom of water molecules.

The bulk water systems with 1024 molecules were simulated
with a time step of 0.5 fs, and coordinates were stored every 1 fs
to allow for direct comparisons with AIMD simulations using iden-
tical analysis protocols. The first set of simulations at constant
volume was equilibrated for each applied field strength for 100 ps
using the Berendsen weak-coupling thermostat with a reference
temperature of 300 K and a time constant of 1.0 ps.59 This was fol-
lowed by 250 ps of production simulations with the Nose–Hoover
thermostat and a time constant of 2.0 ps.60 The second set of simu-
lations of these systems at constant pressure used the same protocol
with added barostats at a reference pressure of 1 bar. The Berend-
sen weak-coupling barostat59 and the Parrinello–Rahman barostat61

were used during equilibration and production, respectively, with a
time constant of 1.0 ps.

Simulations of fixed and pinned systems with 2147 water
molecules were equilibrated for each electric field strength at con-
stant pressure with the same basic protocol as described above.
However, production simulations in the isothermal–isobaric ensem-
ble were extended to 80 ns in this case to sample 800 independent
microstates in the NPT ensemble, i.e., coordinates and velocities
every 100 ps. Each of these microstates was then used to initiate
microcanonical (NVE) simulations of 100 ps length each with 1 fs
time steps, which were used for the subsequent analysis. During
these 800 production runs per system, coordinates and velocities
were saved every 8 fs. Compared to the previous sets of simulations
that were directly compared to AIMD simulations, we increased
the integration time step to 1 fs for the equilibration of the fixed
and pinned systems in consideration of the lack of fast intramolec-
ular vibrations in the rigid TIP4P/2005 model. In NPT simulations,
we increased the time step further to 2 fs to increase the sampling
speed. For the following simulations in the microcanonical ensem-
ble used for the analysis, we decreased the time step again to 1 fs to
ensure strict energy conservation and accurate dynamics in accord
with previously established protocols for entropy estimations using
3D-2PT.37,38,62

B. Details on the 3D-2PT method and system-specific
analyses

All entropy calculations were performed with the two-phase
thermodynamics (2PT) formalism proposed by Goddard and

J. Chem. Phys. 158, 184501 (2023); doi: 10.1063/5.0139460 158, 184501-3

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jcp/article-pdf/doi/10.1063/5.0139460/17362148/184501_1_5.0139460.pdf

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

co-workers,63–65 which we have recently expanded into a grid-based
version, 3D-2PT, which allows us to analyze solvent properties with
spatial resolution.37,38,62 The method is based on the vibrational
density of states (VDoS), which corresponds to the Fourier trans-
form of velocity time correlation functions and can be evaluated
separately for translational and rotational degrees of freedom and
intramolecular vibrations, if present,

Itr(ν) =
2

kBT∫
+∞

−∞

ei2πντmw⟨vcom(t)vcom(t + τ)⟩ dτ,

Irot(ν) =
2

kBT∫
+∞

−∞

ei2πντ
3

∑
k=1

Ik⟨ωk(t)ωk(t + τ)⟩ dτ,

Ivib(ν) =
2

kBT∫
+∞

−∞

ei2πντ
3

∑
v=1

μv⟨q̇v(t)q̇v(t + τ)⟩ dτ.

(2)

Here, Itr, Irot, and Ivib describe the VDoS of the translational, rota-
tional, and vibrational degrees of freedom, respectively, computed
from time auto-correlation functions of the molecular center of
mass velocity vcom with mass mw, angular velocity ωk around rota-
tional axis k with moment of inertia Ik, and time-derivative of
(intramolecular) vibrational coordinate qv with reduced mass μv; kB
is Boltzmann’s constant, T is the absolute temperature, and angu-
lar brackets ⟨⋅ ⋅ ⋅⟩ indicate the ensemble averages over the simulation
time t and equivalent water molecules. For this study, we modi-
fied the open-source version of 3D-2PT,38 intended for simulations
with rigid water models, and added a module for the analysis of
the intramolecular vibrations (present in AIMD simulations) as
originally described by Lin et al.64,65

The main feature of the 2PT framework is that the
VDoS of translational and rotational degrees of freedom obtained
from MD simulations are decomposed into separate contribu-
tions that are treated by simple analytical model systems. Specif-
ically, the translational degrees of freedom are described as a
superposition of a hard sphere fluid and a set of harmonic
oscillators that cover the range of all frequencies sampled in
simulation. By construction, the hard sphere fluid describes all
diffusive components of the VDoS that are sampled at zero
frequency.

A similar approach is used for rotational degrees of freedom
of simulated molecules. Here, the hard sphere fluid is replaced by
the rigid rotor model to describe zero-frequency components of the
rotational VDoS. Intramolecular vibrations of water molecules lack
diffusive processes at zero frequency and are thus simply treated as
a spectrum of harmonic oscillators.

Standard expressions in statistical mechanics for thermody-
namic properties of hard sphere fluids, rigid rotors, and harmonic
oscillators are then used to describe thermodynamic properties
of the simulated liquid based on the decomposition of its VDoS
described above. While the accuracy of the approach is intrinsically
limited by simplifications introduced through analytical models,
absolute molar entropies obtained with 2PT from molecular simu-
lations have been shown to correlate well with experimental data.64

In addition, applications within the 3D-2PT framework have shown
that changes in entropy, e.g., in response to the presence of a
solute, benefit from the cancellation of systematic errors and can be

obtained within the accuracy limits of the applied simulation model,
e.g., empirical force fields used in simulation.37,62

Average molar entropies without spatial resolution were
obtained for AIMD simulations and TIP4P/2005 simulations of
smaller systems with 1024 water molecules. To compute velocity
time correlation functions from these simulations, atomic velocities
were first reconstructed using finite differences and atomic coordi-
nates saved at 1 fs intervals. For each molecule, atomic velocities
were then converted into velocities of the molecular center of mass
(translations), angular velocities around the rotational axes with
distinct moments of inertia (rotations), and, in the case of AIMD
simulations, intramolecular vibrations. Time correlation functions
of distinct velocity components were then computed for a maximum
correlation time of 1.0 ps, averaged for all water molecules, Fourier
transformed into the corresponding VDoS, and used to estimate the
entropy with the 2PT formalism described briefly above and in detail
elsewhere.37,63,64

For the fixed and pinned systems simulated with the
TIP4P/2005 water model, we used atomic velocities evaluated dur-
ing simulation and stored in the trajectory together with atomic
coordinates at time intervals of 8 fs. To analyze molecular entropies
with spatial resolution, we defined a three-dimensional (3D) grid
around the restrained central water molecule. The grid contained
80 × 80 × 80 volume elements (voxels) with a grid constant of 0.5 Å.
The orientation of the analysis grid was aligned with the axes of the
coordinate system and was kept unchanged during the analyses for
both the fixed and pinned systems. The analysis of the translational
and rotational VDoS described above (the TIP4P/2005 water model
lacks intramolecular vibrations) was then performed for each voxel
of the analysis grid using a standard protocol adopted from previ-
ous 3D-2PT studies.37,62 Water molecules analyzed for a given time
frame of the trajectory were assigned to a voxel based on their center
of mass position. Auto-correlation functions of water translational
and rotational velocities were computed for correlation times of up
to 1.6 ps and Fourier transformed into the corresponding VDoS. The
resulting local VDoS for the translational and rotational degrees of
freedom for each voxel were averaged over all simulation trajecto-
ries for each system and used to estimate the local water entropy
with the 2PT formalism.37,63,64 In the pinned set, at zero field, we
expect isotropic physical properties in the surrounding of the freely
rotating central water molecule, while at non-zero field, any sign of
anisotropy with the increasing field intensity is due to the align-
ment of the molecules of the system (including the central water
molecule). This is not valid for the fixed set: due to the set orien-
tation of the central water molecule, the results are anisotropic even
in the zero-field regime. Notably, since both the analysis grid and
the central water molecule in the fixed system do not change their
orientation with respect to the simulation box and, therefore, do not
change their reciprocal orientation either, an advantage of the fixed
system is that we can characterize properties of water in the envi-
ronment along specific directions (i.e., analysis along the O–H bond
vectors or along the water dipole moment). On the other hand, in the
pinned set of simulations, the rotation of the central water molecule
in the fixed analysis grid results in a spherically symmetric environ-
ment at zero field strength and cylindrical symmetry along the Z axis
with the applied electric fields, as schematically shown in Fig. 1.
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FIG. 1. Schematic visualization of the
simulated reference systems. (left) Fixed
system: a water molecule located at the
center of the simulation box and analysis
grid is fully restrained to maintain near-
perfect alignment with respect to the
electric field direction. (right) Pinned sys-
tem: only the position of the oxygen atom
of central water molecule is restrained,
thus allowing for free rotation of the H2O
molecule. Hydration environment is not
shown for clarity.

III. RESULTS
A. Classical force-field vs ab initio water entropies

Before determining a spatially resolved molecular picture of
structural and thermodynamic properties of the bulk water envi-
ronment, it is worth to preliminarily test the accuracy—in the
absence of the field—of the commonly employed TIP4P/200555

water parameterization with respect to two different dispersion-
corrected Density Functional Theory (DFT) exchange–correlation
(XC) functionals belonging to diverse classes, i.e., BLYP+D347–50

and SCAN+rVV10.52,53 Whereas the former represents by far one
of the most employed Generalized Gradient Approximation (GGA)
density functionals in ab initio MD (AIMD) simulations of bulk
liquid water, the latter is considered the forefront of meta-GGA
DFT functionals for reproducing the behavior of aqueous sys-
tems. In particular, the SCAN functional corrected by the rVV10
dispersion parameterization is capable of overcoming some of
the serious drawbacks characterizing the previous generation of
DFT XC functionals belonging to the GGA class. As shown in
Fig. 2(a), SCAN+rVV10 (blue dotted curve) is capable of faith-
fully reproducing the oxygen–oxygen radial distribution function
gOO(r) emerging from neutron scattering experiments66 (profile
on top of the gray shaded area) at ambient conditions. Inter-
estingly, while Grimme’s D349,50 dispersion corrections are not
capable of adequately softening intermolecular H2O interactions,
which result to be sizably overestimated by the BLYP functional
(red dashed curve) even at a temperature higher than the ambi-
ent one, the TIP4P/2005 force-field reproduces spatial correlations
between the water molecules in bulk liquid water at room tempera-
ture remarkably well (black solid curve). Thus, the hydrogen-bond
(H-bond) network organization emerging from gOO(r) appears to
be adequately described by the computationally efficient and rigid
TIP4P/2005 water model, similarly to cutting-edge and demanding
dispersion-corrected first-principles meta-GGA functionals.

The over-structuring induced by the employment of GGA XC
functionals visibly emerges from the evaluation of structural order
parameters, such as the well-known orientational tetrahedral order
parameter q.67 As shown in Fig. 2(b), indeed, the distribution P(q)
in the absence of the external electric field shows that the popu-
lation of tetrahedrally ordered water molecules is overestimated in

the BLYP+D3 framework with respect to the TIP4P/2005 force-field
case. Incidentally, the orientational order observed with this latter
classical potential is adherent to results stemming from the predic-
tive meta-GGA SCAN+rVV10 functional [Fig. 2(b)]. Albeit meta-
GGA DFT functionals are currently computationally too demanding
to allow for the generation of prolonged trajectories in the presence
of an electric field, the adherence of the structural data stemming
from the rigid TIP4P/2005 water model gives us confidence with
regard to the quality of its description of structure-related thermo-
dynamic properties, such as the entropy. On the other hand, before
considering local entropy density estimates for the TIP4P/2005
model only, we compared total entropy changes induced by the
application of an external electric field in simulations with the
TIP4P/2005 force-field and BLYP+D3, one of the most employed
gradient- and dispersion-corrected DFT functionals.

Since the structural ordering emerging from the analysis of
the data shown in Fig. 2 is tightly related to the estimate of the
entropy, it is not surprising that the total entropy estimated for
BLYP+D3 water is lower than that determined for TIP4P/2005
(i.e., 44.50 ± 0.26 J mol−1 K−1 vis-à-vis 54.17 ± 0.06 J mol−1 K−1,
respectively), as shown in Fig. 3 (black dashed lines). Here, statis-
tical uncertainties of the computed molar entropies are reported as
the standard error of the mean obtained by averaging over non-
overlapping 10 ps segments of the trajectory, as shown in Fig. 3 (the
first 10 ps segment in each trajectory is treated as additional equi-
libration time and omitted from the analysis). Due to the already
discussed over-structuring of water in GGA XC functionals,68 the
recorded value is significantly lower than the experimentally mea-
sured one at room temperature (i.e., 69.95 J mol−1 K−1).69 In
fact, our AIMD results for zero field are comparable to an earlier
2PT calculation reported by Galli’s group for AIMD simulations
of water with the Perdew–Burke–Ernzerhof (PBE) functional (i.e.,
42.74 J mol−1 K−1).70 However, we note that a study by Kühne
and co-workers observed a higher value for the entropy of PBE
water (i.e., 51.32 J mol−1 K−1).65 While our trajectory for the meta-
GGA SCAN+rVV10 functional is relatively short (i.e., ∼50 ps), we
obtained an average water entropy of 52.17 ± 0.97 J mol−1 K−1,
which is still significantly lower than the experimental value but
only marginally lower than the entropy obtained from classical
simulations with the TIP4P/2005 model. 2PT provides quantitative
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FIG. 2. (a) Oxygen–oxygen radial distribution functions as determined via the
classical force-field TIP4P/2005 (black solid line), by dispersion-corrected DFT
functionals BLYP+D3 (red dashed line) and SCAN+rVV10 (blue dotted line), and
by neutron scattering experiments (gray line above the shaded area).66 (b) Distri-
bution of the orientational tetrahedral order parameter at zero-field regime in liquid
water as simulated by means of the classical force-field TIP4P/2005 (black solid
curve), the GGA DFT functional BLYP+D3 (red dashed curve), and the meta-GGA
DFT functional SCAN+rVV10 (blue dotted curve).

estimates of the molar entropy of liquids, which can contain sys-
tematic errors in addition to errors in the simulation model. For
most water models, 2PT tends to underestimate the absolute molar
entropy of water65 as observed here for both the TIP4P/2005 model
and SCAN+rVV10 simulations in comparison to the experimen-
tal reference value. Furthermore, by construction, the formalism is
sensitive to the diffusion coefficient and related finite-size effects.71

However, such systematic errors cancel out for entropy differ-
ences,62 for example, between simulations of water with the same
model but in the presence of distinct external fields.

When the external electric field is switched on at 0.5 V nm−1,
the initial decrement of the total entropy appears to be very mod-
est, especially in the TIP4P/2005 series of simulations [Fig. 3(a)].
When electrons are treated as quantum entities in BLYP+D3 simula-
tions, the observed field-induced entropy changes are also moderate,
accounting to a reduction—in the first-principles case—of less than
2 J mol−1 K−1 [Fig. 3(b)]. However, when we compare Figs. 3(a)

FIG. 3. Total entropy as determined from classical force-field (a) and ab initio
molecular dynamics (b) trajectories under the action of progressively increasing
field strengths (see the legend) in constant volume simulations. For the analysis,
all simulation trajectories were split into 10 ps fragments, which were analyzed
separately. The first 10 ps fragments of each simulations were considered as equi-
libration, and averages over all remaining fragments are shown as dashed colored
lines.

and 3(b), it is apparent that the entropy of TIP4P/2005 water is
significantly less sensitive to polarization than BLYP+D3 water. In
fact, whereas a maximum entropy decrement of ∼3% is observed
at the highest field regime in the classical simulations (i.e., from
54.17 ± 0.06 to 52.33 ± 0.08 J mol−1 K−1), a reduction of ∼14%
(i.e., from 44.50 ± 0.26 to 38.49 ± 0.30 J mol−1 K−1) emerges for
BLYP+D3 AIMD simulations at 1.5 V nm−1. This is likely due to the
fact that the system treated at the BLYP+D3 level is able to respond
to the external electric field up to higher field strengths owing to
an explicit treatment of the electronic polarization. In fact, a more
evident conversion toward more ordered molecular configurations,
associated with a smaller total entropy, is recorded in the BLYP+D3
case, as displayed in Fig. 3(b). Beyond this threshold, AIMD simu-
lations executed at the BLYP+D3 level have shown only a marginal
further decrease of the total entropy. In addition, for field intensities
beyond 1.5 V nm−1, not negligible field-induced molecular dissocia-
tions and consequent proton transfers are recorded,25 rendering the
entropy analysis not comparable to the classical—non-polarizable
and non-dissociable—force-field case. In further contrast to the
rigid TIP4P/2005 water model, vibrational degrees of freedom are
taken into account in the AIMD case, in addition to translational
and rotational contributions to the total entropy. In a nutshell, the
spectral features emerging upon field exposure in the VDoS reveal
an increased formation of H-bonds, in agreement with infrared
(IR) and Raman spectroscopic analyses conducted on equivalently
treated ab initio water.23
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AIMD and TIP4P/2005 simulations discussed above were
performed at constant volume and thus ignore field-induced
effects in the structure of water that affect its density. To esti-
mate the importance of density effects for the reported molec-
ular entropy, we performed a second set of simulations for the
TIP4P/2005 water model at constant pressure as described in Sec. II.
At zero field, TIP4P/2005 water simulation at constant pressure
increased its density to 1.00 g cm−3, which reduced its entropy to
51.91 ± 0.16 J mol−1 K−1 relative to 54.17 ± 0.06 J mol−1 K−1

observed at the constant volume with a density of 0.97 g cm−3. With
the increasing field strength, the density increased gradually to 1.04 g
cm−3 for the highest field strength of 1.5 V nm−1. However, the
response of the molecular entropy remained very similar to constant
volume simulations. For the largest field strength of 1.5 V nm−1,
the molar entropy decreased relative to the zero-field regime by
∼2% to 50.69 ± 0.11 J mol−1 K−1 compared to an ∼3% decrease
observed in constant volume simulations. Hence, compared to the
∼14% decrease of BLYP+D3 water, TIP4P/2005 water simulations
remained equally insensitive to the field strength under constant
volume and constant pressure conditions.

In light of relatively recent path integral AIMD (PI-AIMD)
simulations executed under the effect of externally applied electric
fields,25 it is tempting to consider the impact that the inclusion of
Nuclear Quantum Effects (NQEs) would have on the entropy esti-
mate of liquid water. However, the 2PT formalism here adopted
is based on the evaluation of velocity time correlation functions,
which is, by definition, a dynamical property that cannot be reliably
measured from path integral simulations.61

On the other hand, some effort has been done in the literature
to determine the impact of NQEs on some structural properties of
liquid water. It is well-known, indeed, that zero-point motion and
proton tunneling lead to faster reorientational dynamics and to a
slight de-structuring of radial distribution functions,72 presumably
producing larger entropy estimates. However, it is worth stressing
the fact that the inclusion of NQEs in classical force-fields molecular
dynamics simulations and in the first-principles ones may gener-
ate entropic contributions of completely different physical nature.
In fact, PI-AIMD trajectories simulating the quantum nature of
nuclei and electrons exhibit a non-negligible amount of autoprotol-
ysis events even in the absence of external electric fields.25,73 Such a
circumstance, which cannot be caught and reproduced within non-
dissociable water force-fields, prevents reliable one-to-one compar-
isons of the genuine impact of NQEs on the entropy of classical and
ab initio simulations of liquid water.

Although it has been shown that the application of increas-
ingly stronger fields produces a progressive reduction of the total
entropy of water, a corresponding order-maker action is not clearly
reflected by field-induced changes of the tetrahedral order para-
meter of water. As shown in Fig. 4(a), the tetrahedral order actually
decreases with the increasing field strength in water simulations with
the TIP4P/2005 force field. For ab initio simulations with BLYP+D3,
the tetrahedral order also initially decreases for a field strength of
1.0 V nm−1, but then increases when the strength of the polarizing
field is raised to 2.0 V nm−1. Hence, the decrease in water entropy
with the increasing field strength observed in Fig. 3 is not asso-
ciated with an increase in tetrahedral order. Instead, the decrease
of the water entropy is primarily associated with the increase in
the orientational polarization of the water molecules. This can be

FIG. 4. (a) Distributions of the orientational tetrahedral order parameter for different
field strengths as determined from TIP4P/2005 molecular dynamics (solid curves)
and ab initio BLYP+D3 molecular dynamics (dashed curves) simulations. (b) Dis-
tributions of the angle θ formed between instantaneous molecular dipole vectors
and the electric field direction for diverse field intensities applied along the Z axis in
TIP4P/2005 water (solid curves) and BLYP+D3 ab initio water simulations (dashed
curves).

observed in Fig. 4(b), where we show the distributions of the instan-
taneous angles θ between molecular dipoles of water with the Z
axis of the coordinate system. Small values of the angle θ corre-
spond to molecular dipole moments that are aligned with the electric
fields applied along the Z axis. Albeit in the absence of the field
all dipole orientations are equivalent, the imposition of the exter-
nal electrostatic potential gradient induces a prompt reorganization
of the water dipole vectors. As has been shown for other compu-
tational models of water,74 the gradual saturation observed at the
strongest fields resembles the behavior of free dipoles described
by the Langevin–Debye equation for simulations with TIP4P/2005
force field and ab initio BLYP+D3 simulations.75 This observa-
tion indicates a weak resistance of molecular dipoles to polarization
by very intense fields. Such a field-induced dipole locking leads,
among other things, to a progressive reduction of the tetrahedral
translational order parameter qk,67 as listed in Table I.

Interestingly, the water over-structuring induced by the adop-
tion of the BLYP+D3 functional leads to a more complete and con-
certed reorientation of the dipoles with respect to the TIP4P/2005
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TABLE I. Average tetrahedral translational order parameter ⟨qk⟩ at different field intensities determined from simulations
of water performed with the TIP4P/2005 classical parameterization and with the first-principles BLYP+D3 functional. Since
typical variations of this order parameter are manifested at the fourth–fifth digit, parentheses are used to highlight the field-
induced changes.

Field strength (V nm−1) TIP4P/2005 BLYP+D3

0.0 (0.998)9 901 913 (0.998)8 946 246
1.0 (0.998)9 259 704 (0.998)8 113 564
2.0 (0.998)7 114 147 (0.998)8 017 632

case at the same field strengths, in accordance with the results
of Fig. 3 and as displayed in Fig. 4(b). Finally, our finding that
the orientational polarization of BLYP+D3 water is already nearly
complete for 1.0 V nm−1—as well as the respective translational
order parameter—is consistent with the observation that also the
entropy reduction reaches a substantial saturation above this thresh-
old [Fig. 3(b)]. By contrast, in the TIP4P/2005 case, the orientational
polarization of water molecules at 1.0 V nm−1 is much less pro-
nounced [Fig. 4(b)] and increases further with the increasing field
strength—similarly to the reduction of the respective translational
order parameter—while the total entropy decreases [Fig. 3(a)].

B. Local molecular entropies
To analyze molecular entropies of TIP4P/2005 water as a func-

tion of the electric field, we used the 3D-2PT approach introduced
by Persson et al.37,38,63,64 to spatially resolve the local water entropy
in the environment of a central water molecule. It is noteworthy
that, differently from standard calculations of isotropically averaged
distribution functions, the spatially resolved approach adopted here
allows us to resolve structural anisotropies with a high resolution
owing to the 0.5 Å grid constant of the 3D analysis grid. For every
volume element of the analysis grid, we have calculated the entropy

per water molecule for the two investigated systems: the fixed and
the pinned system (see Sec. II and Fig. 1).

In Tables II and III, we report the bulk water entropy, obtained
as an average for voxels separated by 10 Å or more from the
central reference water molecule in the investigated field regimes
for the fixed system (Table II) and the pinned one (Table III).
The changes of the entropy per molecule relative to the zero-field
regime are visualized in the histograms of Fig. 5. For the total
molar entropy of bulk water in the zero-field regime, SE0

tot , we obtain
55.77 ± 0.02 J mol−1 K−1 (fixed system) and 55.75 ± 0.02 J mol−1 K−1

(pinned system). These results deviate slightly from the molar
entropy of water obtained for NVT simulation of 1024 water
molecules at zero field (54.17 ± 0.02 J mol−1 K−1) used for compar-
ison to AIMD simulations in Sec. III A, which is the result of finite
size effects in the latter case and a lower frequency resolution in the
analyzed VDoS.

Bulk water entropies in the fixed and pinned system are statis-
tically identical at zero field because the position restraints applied
to the central water molecule in both cases have no effect on an
isotropic system at rest (no net translations or rotations). Minor dif-
ferences between both systems are only observed for non-zero fields
as the systems become polarized, even though only water molecules
with a minimum distance of 10 Å to the central water molecule are

TABLE II. Total, translational, and rotational entropy—in J mol−1 K−1—determined for bulk water with the 3D-2PT method for
different intensities of the electric field in the fixed system. Statistical uncertainties are standard errors of the mean obtained
from 800 independent microcanonical simulations.

Field strength (V nm−1) Stot Str Srot

0.0 55.77 ± 0.02 46.87 ± 0.02 8.90 ± 0.02
1.0 55.27 ± 0.02 46.56 ± 0.02 8.71 ± 0.02
2.0 53.69 ± 0.01 45.32 ± 0.01 8.38 ± 0.01

TABLE III. Total, translational, and rotational entropy—in J mol−1 K−1—determined for bulk water with the 3D-2PT method
for different intensities of the electric field in the pinned system. Statistical uncertainties are standard errors of the mean
obtained from 800 independent microcanonical simulations.

Field strength (V nm−1) Stot Str Srot

0.0 55.75 ± 0.02 46.85 ± 0.02 8.90 ± 0.02
1.0 55.17 ± 0.02 46.48 ± 0.02 8.68 ± 0.02
2.0 53.37 ± 0.02 45.06 ± 0.02 8.31 ± 0.02
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FIG. 5. Histograms showing the field-induced changes of the bulk water entropy per molecule (total, translational, and rotational contributions) relative to the zero-field
regime at different field intensities. Respective values are reported in Tables II and III. Left: fixed system. Right: pinned system.

considered for the analysis of bulk water properties in both systems.
The position restraint applied to the oxygen atom of the central
water molecule in the pinned system still has no impact on ther-
modynamics. However, under polarized conditions, the restrained
orientation of the central water molecule in the fixed system modifies
interactions between water molecules and thus has thermodynamic
consequences, which are still detectable at distances of 10 Å and
beyond.

In addition to the total entropy per bulk water molecule, we
also report separate contributions from translational and rotational
degrees of freedom in Tables II and III and in Fig. 5. These are
computed separately from fluctuations of the center-of-mass veloc-
ity and angular velocities for rotations around the three distinct
rotational axes of water molecules. The largest contribution (∼84%)
to the entropy of bulk water molecules in the absence of a polar-
izing field comes from the translational degrees of freedom, e.g.,
SE0

trans = 46.87 ± 0.02 J mol−1 K−1 in the fixed system. In contrast, the
rotational degrees of freedom contribute ∼16% to the entropy per
water molecule, e.g., SE0

rot = 8.90 J mol−1 K−1. With the increasing
field strength, the total entropy per bulk water molecule decreases by
∼4% for the highest field strength of 2.0 V nm−1. This total entropy
decrease is primarily associated with the translational degrees of
freedom due to their dominant contribution. However, as shown in
Fig. 5, the relative change of the entropy contributions is significantly
larger for the rotational degrees of freedom, e.g., ∼6% and ∼7% in
the fixed and pinned systems, respectively. This corresponds to the
expectation of preferentially oriented water molecules in the pres-
ence of electric fields. However, given that the rotational entropy in
our decomposition is only a minor contributor to the total entropy
of water, even a large relative change remains a minor contribution
to the field-induced change of the total entropy. Instead, the total
entropy change in response to the field remains dominated by the
small relative change of the significantly larger translational entropy.

We note that the polarization-induced change in the total
entropy per water molecule remains small compared to structural
changes associated with phase transitions. ΔStot associated with the
freezing of liquid water at 273 K is ∼22 J mol−1 K−1. Thus, it is

straightforward to conclude that electric fields below the ioniza-
tion threshold are not capable to cause orientational polarization-
induced electrofreezing in bulk water (no confinement) at room
temperature. This finding is in agreement with—and extends the
range of applicability of—recent experiments that demonstrate that
the ice nucleation temperature of water is independent of the appli-
cation of external electric fields of up to 0.1 V nm−1.76 This is in
contrast with recent AIMD and PI-AIMD simulations that have
shown the possibility to electrofreeze another important H-bonded
system, such as ammonia, at temperatures and pressures at which
it is in the liquid state.30 Of course, determination of electric-field-
induced effects on enthalpy and free energy, in addition to those on
the entropy, would further clarify on this intriguing phenomenon
of enormous importance. However, the estimate of the free energy
and of the enthalpy in the presence of an external electric field is not
straightforward. In fact, the value of the electric field strength to be
included in the thermodynamic equations is, in general, quite dif-
ferent from the applied external field due to the intrinsic additional
field generated by the polarized surface of the cavity, which depends
on the specific geometry of the system and on the anisotropy of the
dielectric constant.56

In Fig. 6, the entropy density defined as the product of the water
entropy per molecule and the water number density for each voxel is
shown for the fixed and pinned systems in the XZ-plane. The color
code describes changes in the local entropy density in the environ-
ment of the molecule placed at the origin of the analysis grid relative
to bulk water at zero field. Due to the fully restrained position of the
central water molecule in the fixed system, the results are already
anisotropic in the absence of an externally applied electric field.
Interactions with the restrained central water molecule force water
molecules to adapt their position and orientation. In the pinned sys-
tem, the environment of the central water molecule is isotropic at
zero field, while anisotropy is gradually induced when an electric
field is applied. In the fixed system, a local increase in the entropy
density relative to bulk water with the increasing field strength is par-
ticularly visible for sites localized in the second coordination layer
(4–5 Å) as shown in Fig. 6 (top) despite the overall decrease in the
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FIG. 6. Fixed (top) and pinned (bottom) systems. Spatially resolved changes of the entropy density at different field intensities relative to the bulk entropy density at zero
field in the XZ-plane. Left column: no field; middle column: E = 1.0 V nm−1; right column: E = 2.0 V nm−1. In the center of each panel, the restrained atom(s) of the central
water molecule are shown, and dashed circles indicate 1 Å distance increments from the center starting at 2 Å.

entropy of bulk water. In the pinned system (Fig. 6, bottom), whose
thermodynamic properties are equivalent to a bulk water system, the
applied fields restructure the isotropic entropy density into a cylin-
drically symmetric density around the Z axis. A decrease of the local
entropy density is observed in the first coordination layer (3 Å) in the
XY-plane and along the Z axis, which is followed by a local increase
in the second coordination layer (4–5 Å). The trend is opposite at
±45○ angles with the Z axis, where an increase in the entropy density
is observed in the first coordination layer, while a decrease is found
for the second coordination layer. Notably, the local water entropy
densities in the environment of the central water molecule observed
in Fig. 6 are strongly affected by the local water number density in
both systems, which effectively describes the 3D water–water pair
correlation function. Thus, we analyze in the following the spatially
resolved water number density and its response to the applied fields
in more detail.

C. Water number density
We analyzed the average local water number density in the

environment of the central water molecule on the same analysis
grid as used for the analysis of local entropy densities above. In
Fig. 7, we show the contour plots of the water number density, ρ(E),
normalized to the bulk value at zero field, ρbulk(E0), in the envi-
ronment of the fixed molecule placed at the origin of the analysis
grid. Data are shown for different field intensities (i.e., 0.0, 1.0, and
2.0 V nm−1) in the XZ-plane (top), the YZ-plane (middle), and the

XY-plane (bottom), while—as stated above—the field is applied
along the Z-direction. The average number density of bulk water at
zero field has been obtained from voxels separated by 10 Å or more
from the central water molecule. As seen earlier in Fig. 6, interac-
tions with the restrained central water molecule already result in
an anisotropic environment at zero field (left panels in Fig. 7) in
accord with other reports of 3D pair correlation functions of water
in a molecular reference frame.77 Increased local densities of water
are observed in the first coordination layer, specifically in H-bond
acceptor sites in the XZ-plane (top panel) and the H-bond donor
sites in the YZ-plane (middle panel) at 3 Å distance from the cen-
ter. H-bond acceptor and donor sites are surrounded by a reduced
number density nearby due to repulsions with water molecules in
the first shell. Additional enhanced densities can be observed at ∼4
Å, which correspond to water molecules in the second coordina-
tion layer of the central water molecule. The anisotropic structure
of water changes notably as a function of the applied electric field. In
particular, Fig. 7 shows that locally increased water densities in the
second hydration shell increase further with electric field strength in
both the XZ- and YZ-planes. This is accompanied by a less struc-
tured first hydration shell that is best observed in modified peak
intensities of oxygen–oxygen radial distribution functions (see the
discussion of Fig. 8 below). The first peak in the radial distribution
function decreases slightly with the increasing field strength, while
the second peak increases significantly.

Our analysis of the local environment of the fixed water
molecule thus shows that the application of a static electric field
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FIG. 7. Fixed system. Contour plots of the average water number density normalized to the bulk value at zero field for different electric field intensities (field in the Z-direction).
Left column: no field; middle column: E = 1.0 V nm−1; right column: E = 2.0 V nm−1. Top: XZ-plane. Middle: YZ-plane. Bottom: XY -plane. In the center of each panel, the
restrained atoms of the central water molecule are shown, and dashed circles indicate 1 Å distance increments from the center starting at 2 Å.

induces an enhanced layering of the first two hydration shells. The
second solvation shell is affected by the field to a larger extent with
respect to the first shell, in fairly good agreement with previous
force-field molecular dynamics simulations by Shafiei et al.74 and
classical AIMD and path-integral AIMD simulations by some of
us.25 This observation can be explained by comparatively weaker
correlations in the second hydration shell, which are easier to per-
turb by the applied electric field compared to the strong correlations
in the first hydration shell that are the result of direct H-bonds with
the central reference water molecule.

In Fig. 8, we analyzed changes in the local water structure
around the central water molecule in the pinned system using

contour plots of the local water number density in the XZ- and
XY-planes. Due to the unhindered rotation of the central water
molecule, its environment is isotropic in the absence of an elec-
tric field (left panels) and retains cylindrical symmetry around the
Z axis once the field is applied (i.e., the XZ- and YZ-planes are
symmetrically equivalent). The coordination layers, in particular the
first one identifiable by a red ring at ∼3 Å, can be easily located in
field-free contour plot maps of Fig. 8 (left column). By applying an
increasingly intense electric field, we can observe that the progres-
sive dipolar alignment of the entire system—and in particular of the
central water molecule—along the field direction results in mani-
fest structural anisotropies in the XZ- and YZ-planes (Fig. 8, top).
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FIG. 8. Pinned system. Contour plots of the average water number density normalized to the bulk value at zero field for different electric field intensities (field in the Z-
direction). Left column: no field; middle column: E = 1.0 V nm−1; right column: E = 2.0 V nm−1. Top: XZ- or YZ-planes. Bottom: XY -plane. In the center of each panel, the
restrained oxygen atom of the central water molecule is shown and dashed circles indicate 1 Å distance increments from the center starting at 2 Å.

In other words, by increasing the field strength, the coordination
shells show an enhanced layering toward specific directions due to
the preferential orientation of all water molecules in the system and
the resulting changes of intermolecular interactions.

In particular, in the XY-plane and along the Z axis, we observe
a decrease in the local water number density in the first hydra-
tion shell (∼3 Å) and an increase in the second hydration shell
(∼4–5 Å). However, the opposite trend is observed at an angle of 45○

with respect to the Z axis, especially at the most intense field strength
explored here (i.e., 2.0 V nm−1), as shown in Fig. 8 (top right panel).
This latter evidence suggests a field-induced strengthening of the H-
bonds of the central reference molecule with the first-neighboring
molecules along specific directions, a finding in agreement with the
computational spectroscopic indication of the tendency of liquid
water toward the formation of more “ice-like” structures upon field
exposure at these intensities.23

The increased local density of water in the second hydration
shell at a distance of ∼4–5 Å from the center in the XY-plane and
along the Z axis is accompanied by a depletion of water density in the
first hydration shell. Depleted zones are observed along the Z axis at
about ∼3–4 Å (Fig. 8, top right panel) as a consequence of the steric
exclusion imposed by the nearby water molecules, which—under
the field action—come closer to and establish stronger H-bonds
with the central water molecule. On the other hand, a different
response to the field can be visualized in the XY-plane (Fig. 8, bot-
tom panel) where, at the highest field intensity, the peak of the first

coordination layer essentially disappears, while that of the second
coordination layer is increased. Such a finding strongly indicates that
whereas first neighbors approach each other in the field direction
(Z axis), they are pushed farther in the plane perpendicular to the
field (XY-plane). This peculiar scenario is also caught and some-
how exaggerated within the simpler fixed scenario, as shown in Fig. 7
(bottom panel, right).

IV. CONCLUSIONS
In this work, we analyze the electric-field-induced changes in

the total and local entropy of bulk liquid water by means of clas-
sical and first-principles simulations. In the absence of an external
field, a comparison between the rigid force-field TIP4P/2005, GGA
BLYP+D3, and meta-GGA SCAN+rVV10 ab initio functionals has
shown that key structural properties of water appear to be adequately
described by the computationally efficient TIP4P/2005 water model,
which is in close agreement with the structure of water obtained
from AIMD simulations with the cutting-edge SCAN+rVV10 func-
tional. Related to this, the molecular entropy of bulk water that we
estimated for the TIP4P/2005 water model using the 2PT formalism
(54.17 J mol−1 K−1) is in close agreement with the corresponding
result for AIMD simulations with the meta-GGA SCAN+rVV10
functional (52.17 J mol−1 K−1). That both estimates are significantly
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lower than the experimental reference value of 69.95 J mol−1 K−1 can
be attributed to a systematic underestimation of the water entropy
using the 2PT formalism, which is based on the vibrational den-
sity of states. However, both the TIP4P/2005 force field and the
meta-GGA SCAN+rVV10 functional result in significantly higher
estimates for the molar entropy of water than GGA DFT functionals,
such as BLYP+D3, which results in significant overstructuring of the
liquid even at elevated temperatures and yields a molar entropy of
only 44.50 J mol−1 K−1. However, the molar entropy of TIP4P/2005
water seems to be significantly less sensitive to polarization-induced
changes compared to BLYP+D3 water due to the inclusion of the
electronic polarization in the latter.

In addition to these general results, we have presented a
molecular-dynamics-based analysis (3D-2PT) that provides spatially
resolved information on the local entropy and number density of
water in the environment of a reference molecule. This method
allowed us to generate 3D maps of changes in the water structure
that are induced by electric fields. By means of this approach, a field-
induced strengthening of the H-bonds of the reference molecule
with the first-neighboring molecules along specific directions has
been observed. This resulted to be in agreement with the vibrational
Stark effect, indicating the tendency of liquid water evolving toward
more “ice-like” structures upon field exposure at intensities of
∼1.0 V nm−1.23 However, the largest field-induced entropy changes
are too feeble (i.e., about 4% decrease for TIP4P/2005 water and
14% in the BLYP+D3 case) for realizing the so-called electrofreezing
phenomenon. The fact that this finding holds up to strengths just
beneath the molecular dissociation threshold (2.0 V nm−1) extends
the range of applicability of recent experiments, showing the inde-
pendence of the water nucleation temperature from the application
of external electric fields up to intensities of 0.1 V nm−1.76

Owing to the 3D-2PT formalism, we have shown that the field-
induced local entropy density changes are strongly modulated by
field-induced water number density changes, allowing us to depict
a microscopic picture of the molecular entropic effects of the field.
It turns out that the main effect produced by a static electric field
on the water number density is that of inducing an enhanced layer-
ing, i.e., an over-coordination in correspondence of the second shell,
though with anisotropic structural modifications. Under intense
fields, water molecules undergo a progressive dipolar alignment and
adopt preferential orientations parallel to the field lines, forming H-
bond structures preferably along a direction that is diagonal with
respect to the field axis.
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M. H. Bani-Hashemian, V. Weber, U. Borštnik, M. Taillefumier, A. S. Jakobovits,
A. Lazzaro, H. Pabst, T. Müller, R. Schade, M. Guidon, S. Andermatt, N. Holm-
berg, G. K. Schenter, A. Hehn, A. Bussy, F. Belleflamme, G. Tabacchi, A. Glöß,
M. Lass, I. Bethune, C. J. Mundy, C. Plessl, M. Watkins, J. VandeVondele, M.
Krack, and J. Hutter, “CP2K: An electronic structure and molecular dynamics soft-
ware package - Quickstep: Efficient and accurate electronic structure calculations,”
J. Chem. Phys. 152, 194103 (2020).
40R. D. King-Smith and D. Vanderbilt, “Theory of polarization of crystalline
solids,” Phys. Rev. B 47, 1651–1654 (1993).
41R. Resta, “Macroscopic polarization in crystalline dielectrics: The geometric
phase approach,” Rev. Mod. Phys. 66, 899–915 (1994).
42M. V. Berry, “Quantal phase factors accompanying adiabatic changes,” Proc. R.
Soc. London, Ser. A 392, 45–57 (1984).
43P. Umari and A. Pasquarello, “Ab initio molecular dynamics in a finite
homogeneous electric field,” Phys. Rev. Lett. 89, 157602 (2002).
44R. Resta, “Quantum-mechanical position operator in extended systems,” Phys.
Rev. Lett. 80, 1800–1803 (1998).
45W.-K. Lee, S. Tsoi, K. E. Whitener, R. Stine, J. T. Robinson, J. S. Tobin, A.
Weerasinghe, P. E. Sheehan, and S. F. Lyuksyutov, “Robust reduction of graphene
fluoride using an electrostatically biased scanning probe,” Nano Res. 6, 767–774
(2013).
46M. Krack, “Pseudopotentials for H to Kr optimized for gradient-corrected
exchange-correlation functionals,” Theor. Chem. Acc. 114, 145–152 (2005).
47A. D. Becke, “Density-functional exchange-energy approximation with correct
asymptotic behavior,” Phys. Rev. A 38, 3098–3100 (1988).
48C. Lee, W. Yang, and R. G. Parr, “Development of the Colle-Salvetti correlation-
energy formula into a functional of the electron density,” Phys. Rev. B 37, 785–789
(1988).
49S. Grimme, J. Antony, S. Ehrlich, and H. Krieg, “A consistent and accurate
ab initio parametrization of density functional dispersion correction (DFT-D) for
the 94 elements H-Pu,” J. Chem. Phys. 132, 154104 (2010).
50S. Grimme, S. Ehrlich, and L. Goerigk, “Effect of the damping function in dis-
persion corrected density functional theory,” J. Comput. Chem. 32, 1456–1465
(2011).
51G. Bussi, D. Donadio, and M. Parrinello, “Canonical sampling through velocity
rescaling,” J. Chem. Phys. 126, 014101 (2007).
52J. Sun, A. Ruzsinszky, and J. P. Perdew, “Strongly constrained and appropriately
normed semilocal density functional,” Phys. Rev. Lett. 115, 036402 (2015).
53H. Peng, Z.-H. Yang, J. P. Perdew, and J. Sun, “Versatile van der Waals density
functional based on a meta-generalized gradient approximation,” Phys. Rev. X 6,
041005 (2016).
54B. Hess, C. Kutzner, D. van der Spoel, and E. Lindahl, “GROMACS 4: Algo-
rithms for highly efficient, load-balanced, and scalable molecular simulation,”
J. Chem. Theory Comput. 4, 435–447 (2008).
55J. L. F. Abascal and C. Vega, “A general purpose model for the condensed phases
of water: TIP4P/2005,” J. Chem. Phys. 123, 234505 (2005).
56J. L. Aragones, L. G. MacDowell, J. I. Siepmann, and C. Vega, “Phase diagram of
water under an applied electric field,” Phys. Rev. Lett. 107, 155702 (2011).
57T. Darden, D. York, and L. Pedersen, “Particle mesh Ewald: An N⋅log(N)
method for Ewald sums in large systems,” J. Chem. Phys. 98, 10089–10092 (1993).
58S. Miyamoto and P. A. Kollman, “Settle: An analytical version of the shake and
rattle algorithm for rigid water models,” J. Comput. Chem. 13, 952–962 (1992).
59H. J. C. Berendsen, J. P. M. Postma, W. F. van Gunsteren, A. DiNola, and J. R.
Haak, “Molecular dynamics with coupling to an external bath,” J. Chem. Phys. 81,
3684–3690 (1984).
60W. G. Hoover, “Canonical dynamics: Equilibrium phase-space distributions,”
Phys. Rev. A 31, 1695–1697 (1985).
61M. Parrinello and A. Rahman, “Study of an F center in molten KCl,” J. Chem.
Phys. 80, 860–867 (1984).
62T. N. Fajardo and M. Heyden, “Dissecting the conformational free energy of a
small peptide in solution,” J. Phys. Chem. B 125, 4634–4644 (2021).

J. Chem. Phys. 158, 184501 (2023); doi: 10.1063/5.0139460 158, 184501-14

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jcp/article-pdf/doi/10.1063/5.0139460/17362148/184501_1_5.0139460.pdf

https://scitation.org/journal/jcp
https://doi.org/10.1002/adma.202007486
https://doi.org/10.1073/pnas.1402894111
https://doi.org/10.1039/c8cc00045j
https://doi.org/10.1021/jacs.9b13029
https://doi.org/10.1021/ja305575t
https://doi.org/10.1063/1.4981019
https://doi.org/10.1021/acs.jpclett.9b00756
https://doi.org/10.1103/physrevlett.108.207801
https://doi.org/10.1039/c9cp03101d
https://doi.org/10.1063/1.4994694
https://doi.org/10.1021/acs.jpclett.0c02581
https://doi.org/10.1021/ja00109a038
https://doi.org/10.1039/c5cp02097b
https://doi.org/10.1021/acs.jpclett.1c01479
https://doi.org/10.1016/j.apsusc.2021.150993
https://doi.org/10.1021/acs.jpclett.2c02576
https://doi.org/10.1021/acs.jpcc.9b09979
https://doi.org/10.1021/acs.jpcb.0c08754
https://doi.org/10.1039/d1cp05358b
https://doi.org/10.1021/ja306464u
https://doi.org/10.1038/nature04162
https://doi.org/10.1073/pnas.1113256108
https://doi.org/10.1021/acs.jctc.7b00184
https://doi.org/10.1021/acs.jctc.7b00184
https://doi.org/10.1063/5.0007045
https://doi.org/10.1103/physrevb.47.1651
https://doi.org/10.1103/revmodphys.66.899
https://doi.org/10.1098/rspa.1984.0023
https://doi.org/10.1098/rspa.1984.0023
https://doi.org/10.1103/physrevlett.89.157602
https://doi.org/10.1103/physrevlett.80.1800
https://doi.org/10.1103/physrevlett.80.1800
https://doi.org/10.1007/s12274-013-0355-1
https://doi.org/10.1007/s00214-005-0655-y
https://doi.org/10.1103/physreva.38.3098
https://doi.org/10.1103/physrevb.37.785
https://doi.org/10.1063/1.3382344
https://doi.org/10.1002/jcc.21759
https://doi.org/10.1063/1.2408420
https://doi.org/10.1103/PhysRevLett.115.036402
https://doi.org/10.1103/physrevx.6.041005
https://doi.org/10.1021/ct700301q
https://doi.org/10.1063/1.2121687
https://doi.org/10.1103/physrevlett.107.155702
https://doi.org/10.1063/1.464397
https://doi.org/10.1002/jcc.540130805
https://doi.org/10.1063/1.448118
https://doi.org/10.1103/physreva.31.1695
https://doi.org/10.1063/1.446740
https://doi.org/10.1063/1.446740
https://doi.org/10.1021/acs.jpcb.1c00699


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

63S.-T. Lin, M. Blanco, and W. A. Goddard, “The two-phase model for calculat-
ing thermodynamic properties of liquids from molecular dynamics: Validation
for the phase diagram of Lennard-Jones fluids,” J. Chem. Phys. 119, 11792–11805
(2003).
64S.-T. Lin, P. K. Maiti, and W. A. Goddard, “Two-phase thermodynamic model
for efficient and accurate absolute entropy of water from molecular dynamics
simulations,” J. Phys. Chem. B 114, 8191–8198 (2010).
65T. A. Pascal, D. Schärf, Y. Jung, and T. D. Kühne, “On the absolute thermo-
dynamics of water from computer simulations: A comparison of first-principles
molecular dynamics, reactive and empirical force fields,” J. Chem. Phys. 137,
244507 (2012).
66A. K. Soper, “The radial distribution functions of water and ice from 220
to 673 K and at pressures up to 400 MPa,” Chem. Phys. 258, 121–137
(2000).
67J. R. Errington and P. G. Debenedetti, “Relationship between structural order
and the anomalies of liquid water,” Nature 409, 318–321 (2001).
68M. J. Gillan, D. Alfè, and A. Michaelides, “Perspective: How good is DFT for
water?,” J. Chem. Phys. 144, 130901 (2016).
69P. J. Linstrom and W. G. Mallard, NIST Chemistry WebBook, NIST Standard
Reference Database Number 69 (National Institute of Standards and Technology,
Gaithersburg, MD, 2000).

70C. Zhang, L. Spanu, and G. Galli, “Entropy of liquid water from ab initio
molecular dynamics,” J. Phys. Chem. B 115, 14190–14195 (2011).
71A. Botan, V. Marry, and B. Rotenberg, “Diffusion in bulk liquids: Finite-size
effects in anisotropic systems,” Mol. Phys. 113, 2674–2679 (2015).
72D. M. Wilkins, D. E. Manolopoulos, S. Pipolo, D. Laage, and J. T. Hynes,
“Nuclear quantum effects in water reorientation and hydrogen-bond dynamics,”
J. Phys. Chem. Lett. 8, 2602–2607 (2017).
73M. Ceriotti, J. Cuny, M. Parrinello, and D. E. Manolopoulos, “Nuclear quantum
effects and hydrogen bond fluctuations in water,” Proc. Natl. Acad. Sci. U. S. A.
110, 15591–15596 (2013).
74M. Shafiei, M. von Domaros, D. Bratko, and A. Luzar, “Anisotropic structure
and dynamics of water under static electric fields,” J. Chem. Phys. 150, 074505
(2019).
75G. Sutmann, “Structure formation and dynamics of water in strong external
electric fields,” J. Electroanal. Chem. 450, 289–302 (1998).
76Y. Peleg, A. Yoffe, D. Ehre, M. Lahav, and I. Lubomirsky, “The role of the electric
field in electrofreezing,” J. Phys. Chem. C 123, 30443–30446 (2019).
77M. Heyden and M. Havenith, “Statistically converged properties of water
from ab initio molecular dynamics simulations,” in High Performance Com-
puting in Science and Engineering, Garching/Munich 2009 (Springer, 2010),
pp. 687–698.

J. Chem. Phys. 158, 184501 (2023); doi: 10.1063/5.0139460 158, 184501-15

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jcp/article-pdf/doi/10.1063/5.0139460/17362148/184501_1_5.0139460.pdf

https://scitation.org/journal/jcp
https://doi.org/10.1063/1.1624057
https://doi.org/10.1021/jp103120q
https://doi.org/10.1063/1.4771974
https://doi.org/10.1016/s0301-0104(00)00179-8
https://doi.org/10.1038/35053024
https://doi.org/10.1063/1.4944633
https://doi.org/10.1021/jp204981y
https://doi.org/10.1080/00268976.2015.1021730
https://doi.org/10.1021/acs.jpclett.7b00979
https://doi.org/10.1073/pnas.1308560110
https://doi.org/10.1063/1.5079393
https://doi.org/10.1016/s0022-0728(97)00649-9
https://doi.org/10.1021/acs.jpcc.9b09399

